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Generative large language models (LLMs) have demonstrated phenomenal proficiency across several
NLP tasks such as machine translation, question answering, text summarization, and natural language
understanding.

To further improve the performance of LLMs on MT use cases, we investigated 2 different popular
prompting methods and a combination of them a cross language combinations of Persian, English, and
Russian, where we used n-shot feeding and tailored prompting frameworks. Our results indicate that
LLMs like PaLM, which are trained with multilingual data can generate human-like MT outputs, can
better fine-tune desired translation nuances, according to the style guidelines and other linguistics
considerations, and generally are better at processing and applying prompts; Depending on the
Language model, MT task on the hand, source and target language, we point out some considerations
for using these models, when adopting prompting frameworks, and using n-shot in-context learning.

Additionally, we discovered some errors and limitations of popular LLMs as an MT tool and
categorized these errors into a number of linguistics metrics as a typology. Our findings aim to provide
a preliminary experience for appropriate usage of LLMs while offering some methods for designing
prompts for in-context learning. We anticipate that this report will shed new light on advancing the
field of machine translation with LLMs by enhancing both the accuracy and reliability of metrics.

KEYWORDS: Machine Translation, Large Language Models, Natural Language Processing, Prompt
Engineering, In-context Learning. Persian Language

1 INTRODUCTION

Large language models (LLMs), especially Generative Pre-trained Transformer (GPT)
models [42], [4] have shown significant positive results in various natural language
processing (NLP) tasks. An example, OpenAl with ChatGPT based on InstructGPT [36], has
become the spotlight for NLP community researchers in the field of machine translation as a
game changing tool, as well as several other NLP tasks [13], [29], [8], including question
answering, content generation, evaluation, and so on [41], [66] [57], [30], [32]. All these
capabilities have opened up new possibilities for achieving more effective milestones in
building translation systems and machine translation tools [4], [7]. We are particularly
interested in how well they can perform on machine translation tasks given the popular
prompting methods across all these models adopted from their documentation.

LLMs, such as GPT-3 [4], [36], PaLM [7], BLOOM [51], and Llama [52] are trained to predict
the next word by using the previous context. During unsupervised pre-training, a language
model develops a broad set of pattern recognition abilities. It then uses these abilities at
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inference time to rapidly recognize and adapt to the desired task [34]. The term “in-context
learning” was first brought up by Brown [4] to describe a scenario where a pre-trained
language model at inference time learns to replicate certain input-output text generation
patterns without further fine-tuning. [34]

Instead of giving a direct prompt to the model for performing a given task, our input can be
augmented with relevant examples to help the model adapt its output. The model is
expected to learn the pattern in the data examples and make better predictions accordingly
[11]. Therefore, the key concept of in-context learning is to learn from analogy [34]. Using
techniques like in-context learning with demonstrations [4], [1], the translation
performance could be further improved.

In our case with MT tasks, LLMs can achieve more efficient translations by adapting their
output to the terminology and style used in previously approved translation pairs,
incorporating the philosophy of example-based and statistical MT [35], [31]; However,
sometimes by using a purpose-based prompting framework the efficiency outperforms the
n-shot method which is identical to the findings of Hendy [21].

Previous researchers have investigated MT with neural language models through few-shot
in-context learning [54], as well as in zero-shot setting [59]. Other researchers have implied
LLMs for generating synthetic domain-specific data for MT domain adaptation [33].
Recently, some of them [1] [63] have confirmed the importance of in-context example
selection for the quality of MT with LLMs.

In this report, we provide a preliminary study of LLMs on MT, and we focus on some
aspects:

e Translation Prompting Methods: LLMs use prompts as guidance to employ their
translation capabilities accordingly. The style, arrangement, and generally the configuration
of prompts affect the quality of outputs. For instance, the way our source or target language
information is described matters in multilingual machine translation models. This is usually
solved by attaching language tokens [27], [13].

e Multilingual Translation: LLMs are efficiently covering several languages, as a format of a
unified multilingual MT model. Thus, we are curious about how they perform on different
language pairs, considering they are different in terms of their family branch, the amount of
their data engaged in training the model, and the direction in which we sort our source and
target language. We use all combinations and directions of English, Persian, and Russian.

e Evaluation and Conclusion Based on both Automatic Evaluation metrics & Human
Evaluation: We evaluated the translations based on multiple linguistics factors and metrics,
analyzed and categorized the errors, and scored the translation outputs based on the
severity of these errors. In addition, we explore the potential of our LLMs respectively,
compared with modern neural metrics like COMET [44], BLEU [38], and Chrf++ [40].
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By evaluating the translation among three selected languages on our test sets, we find that
PaLM2 performs competitively on both high-resource languages like English or Russian as
well as more under-resourced languages like Persian. GPT4 despite amazing results on high-
resource languages, lags behind on a more distant language.

For language pairs that are both low-resource and from different families the performance
gap can be further enlarged [58] Considering that parallel data between two distant
languages is often scarce [13], [58] to be used in the n-shot setting.

Our findings align with Previous researchers [23], [21] [39] on translation tasks; they have
found that an LLM like ChatGPT performs competitively with commercial translation
products (e.g., Google Translate and Microsoft Translator) on high-resource languages, but
proved to have fewer capabilities for low-resource and distant languages. Furthermore,
PaLM could best perform translation prompt frameworks and analyze the examples given
through in-context learning in an n-shot setting.

Furthermore, Results from [48] on PaLM-540B show a higher performance; We hypothesize
that this is due to the large multilingual data proportion in its training data, which is 78%
English and 22% for other languages [48], while the GPT data proportion is only 7% non-
English [4].

We hypothesize that this may be due to the fact that this model can further improve its
bilingual abilities as its training has involved multilingual data and can further improve this
ability as it regulates and applies it more often; we also hypothesize that this capacity has
improved analytical linguistics abilities as this model best handled the data sets which were
given as examples and applied prompts regarding style and intonation more effectively
compare to models with less multilingual abilities.

e The most accuracy and fluency were observed in the prompt enhanced zero-shot scenario
rather than in n-shot scenario, in which we need to adjust our explanation settings
according to the task given, complexity of the text, etc. our results show it has less stability
and consistency when in-context learning shots are attached to them. Combining the two
also didn’t show significant improvements compare to its zero-shot setting.

« Despite their good output, we argue that LLMs are NOT a stable MT tool and there’s ahigh
possibility to generate multiple linguistics, literary errors, and hallucinations; this statement
is highly dependent on the model we choose, the language direction, and the quality and
relevancy of our prompts. It is NOT advisable to combine multiple translations into a single
query input, as chatbots have a preference for former translations.

¢ The remainder of this report is designed as follows. We propose the evaluation settings
and comparative results in Section 2, then through Section 3, we conclude our results, and in
section 4 we highlight several potential issues that researchers’ linguists and translators
should be aware of when using LLMs as an MT tool.

2 Experimental Setup
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2.1 Data Sets

For the purpose of multilingual translation and in-context learning, we evaluate the
performance of the models on multilingual data; we evaluate our LLM-derived translation
systems on the prominent and verified published versions of identical popular literary
works. We tested all our samples through official APIs.

For the Persian language we used “My Uncle Napoleon” by Iraj Pezeshkzad, for the Russian
language “The Beggar Boy at Christ’s Christmas Tree” by Fyodor Dostoyevsky, and for the
English language we used “The Tell-Tale Heart” by Edgar Allan Poe.

Regarding the importance of references for evaluating our translation outputs from LLMs,
we use the best respective published translations of each of these works, that have been
long enough evaluated by professionals within years. Figure 1 lists the information on these
test sets. However, obtaining the translation results is a tough procedure, and is deeply
time-consuming since it must be interacted with manually and cannot respond to large
batches. Thus, we randomly sample 15-50 sentences from each set for evaluation.

For the n-shot technique, we implement examples, preferably from the same work not to
interrupt with the intonation, style, etc.

Test Set Direction Domain Test set size
Words
Persian culture (Fa=En) . 255
Lit -G 1

Literary work (fa=Ru) Hetaty= Lroniera,

English culture

Literary work ((}153:: ;i)) Literary- General 265
Russian culture (Ru=Fa)

Literary work (Ru=En) Literary- General 161

Fig. 1. Information of Adopted Test Set

2.2 LLM Models

We compare a number of LLMs namely GPT 3.5, 4, PaLM2, meta-llama/Llama-2-70b, Claude
2, and Perplexity ai + Copilot. So far, we experiment with language pair combinations of
English, Russian, and Persian. By default, the results in this report come from the versions
on 2023.10.16. For new results, we will mark the updated version information
correspondingly.

2.3 Evaluation System:

2.3.1 Automatic Evaluation Metrics. Previous researcher [15] recommends using neural
network-based metrics, as they have demonstrated to have high correlation with human
evaluation results. Hence, we adopt the mostly used BLEU score [38] as our primary metric
and also report chrF++ [40], and COMET [44].
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2.3.2 Human Evaluation Method. Each year thousands of human judgments are
released to evaluate the quality of MT systems to determine potential algorithms and
techniques as the new state-of-the-art. In a typical scenario, human judges evaluate a
system’s output by comparing it to a source as a reference translation. Then, they score their
primary hypothesis according to a set of criteria, including fluency and adequacy [61]; or
rank a set of hypotheses according to an order of preferences [55],[5][18]. This task is
highly challenging, first and foremost as there are no standard guidelines defined for it.
Secondly, finding a framework consisting of the most common errors is quite time-
consuming and requires consistent efforts. Thirdly, it is dependent on the evaluator’s
background, level of literacy in languages, and bilingual/ multilingual abilities to distinguish
linguistics and translation aspects in a text. [5]. As a result, evaluations suffer from low
inter- and intra-annotator agreements [53], [49]. Yet, as Sanders [45] argue, using human
judgments is essential to the progress of MT systems because: (i) automatic translations as
our MT outputs are produced for a human audience; and (ii) human understanding of the
real world allows to assess the importance of the errors made by MT systems. [19]

Vilar [56] proposed that sometimes, the interpretation of automatic metric scores turns
out to be unclear; therefore, error classification and analysis by humans is essential. [12]
Turian [53] also insisted on the importance of human judgment. Several experts disagreed
with the statement that automatic metrics are demonstrated to have a good correlation with
human judgments [10], [6][12]. In this regard, Sennrich [46] also pointed out that BLEU only
focuses on precision and does not consider syntactic structures and grammar.[12]
Furthermore, another researcher [37], noted that BLEU scores are not efficient when it
comes to the evaluation of NMT. [12]

Llitj6s [14] who aimed to find an automation process for post-editing, was one of the first
experts to present an error typology. [12] Their proposed classification served as a model
for Vilar work [56], regarding human evaluation of SMT. Both of these classifications are
indeed very similar, with three categories in common (“missing word”, “word order” and
“incorrect words”). [12] Vilar [56] proposed a more comprehensive typology, which
contained more sub-categories, and as a result a more precise identification of errors. For
instance, the sub-category namely “sense” which belongs to “word order” has been divided
into two categories namely “wrong lexical choice” and “incorrect disambiguation”. Daems
[9] in their work, proposed a typology with similar categories, even though they were
originally aiming to quantify the post-editing process. Although the general classification
appears to be different, these frameworks share several common features (for instance the
“lexicon” category in the research by Daems [9] is similar to that of “wrong lexical choice” in
the other work [56][12].

In our work, in addition to neural network-based metrics we implemented human
evaluation, and prioritize that indeed; from the beginning of our research, we adopt test sets
in a setting that allows a consistent human evaluation for our results to formulate as precise
as possible. All our MT outputs from LLMs were investigated by a couple of translators and
linguists efficient in our 3 selected language combinations; despite other similar
categorizations in the past research, by adjusting our test sets we decided we needed to
build a typology specified for the purpose of our research; and in fact, it shares several
common aspects and features with previously approved typologies. most common errors
were identified and categorized into 8 groups for each language direction as presented in
the list below:
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Error Categories

Fa to Ru: Ru to Fa:
1. Literal Translation 1. Incorrect Order

2. Literal Meaning 2. Addition .

3. Word Choice 3. Word Choice

4. Word Omission 4. Syntax o

5. Syntax 5. Word Omission .

6. Grammar 6. Incorrect Punctuation

7_Content Deviation 7. Content Deviation

Eng to Ru:
1. Word Omission
2. Content Deviation

Eng to Fa:

1. Incorrect Punctuation
2. Incorrect Word Collocation

3. Addition
2, Gramuiar 4, literal meanin
4. Literal Translation ' g
5. Grammar

5. Literal Meaning

6. Misspelling 6. Incorrect Punctuation

7. Incorrect Translation of time

7. Addition

Fa to Eng: Ru to Eng:

1. Repetition 1. Literal translation

2. Wordiness 2. Repetition & Addition
3. Word choice 3. Word choice

4. Word omission 4. Word omission

5. Syntax & order 5. Syntax

6. Idiomatic 6. Grammar

7. Content deviation

Fig. 2. Information of Adopted Test Set
3 Experimental Setup

Compared to traditional machine translation systems, LLMs like ChatGPT can incorporate
additional information, like human interactions, through input prompts [10]. The
performance of LLMs has shown significant enhancements by using in-context learning on
our test input by providing a few labeled examples (prompts) [4]. This few-shot paradigm
has demonstrated strong performance across multiple natural language processing (NLP)
tasks [36], [18][60], [7]. Other researchers have also released a series of recent works
regarding in-context learning on machine translation (MT) with rather mixed results and
various ways of shot selection. Zhang in their work [63] used GLM-130B and proposed
consistent but rather low correlation when using carefully selected shots compared to using
random shots in the performance of MT. They use different features to show varying levels
of this correlation, and its effect on the performance. In the same spirit, Vilar [54] used
different prompt selection schemes with the PaLM- 540B model, and concluded that using
input-relevant examples is not necessarily better than using random shots; they rather
pointed out the importance of high-quality examples for the shots. In the same vein, Agrawal



MT with LLMs : Prompt Engineering for Persian, English, and Russian Directions XX:7

[1] used a much smaller model XGLM-7.5B, and employed multiple selection criteria for
their selected shots. They showed that a combination of retrieval and task metrics is
consistently better than the random baseline across different translation directions.

In this work, we are curious to compare the performance of the raw n-shot method using a
translation-tailored prompting framework, and finally combine these two settings into
one, and execute our prompting frameworks while incorporating them into our
nominated shots.

3.1 Prompting Strategies:

For designing a set of prompts, in order to trigger the machine translation ability of the
selected LLMs, we used two of the most prominent methods and combined them as well as
our final prompting setup. As illustrated in Figure 2, our first method is the n-shot
prompting, and for the second one, we used a well-known standard prompting framework
specialized for translation and localization purposes adopted from “Keyword Everywhere”
which provides a set of pre-tested frameworks and templates for various purposes with lots
of flexibilities. We used the same template and prompt for each testing stage across all our
language directions and language models.

Last but not least, we combined the n-shot method and prompting frameworks to see
whether it affects the level of efficiency using our selected evaluation methods. Thus, we
summarized our candidate prompts as presented in Figure 2, where [SRC] and [TGT]
represent our source and target languages in our experiment.

Simple Zero to Few-Shot Prompts

Tp1 for zero-shot Translate the following prose from [SRC] to [TGT]: "txt

Example: [SRC] prose: "txt”
Tp2 for one-shot [TGT] translation:"txt”
translate the following prose from [SRC] to [TGT]: "txt”

Example NO.1: [SRC] prose:"txt”
[TGT] translation:"txt”
Example NO.2: [SRC] prose:"txt”
[TGT] translation:"txt”
Translate the following prose from [SRC] to [TGT]: "txt”

Tp3 for two-shot

Example NO.1: [SRC] prose:"txt”
[TGT] translation:"txt”
Example NO.2: [SRC] prose:"txt”
Tp3 for few-shot [TGT] translation:"txt”
Example NO.3: [SRC] prose:"txt”
[TGT] translation:"txt”
translate the following prose from [SRC] to [TGT]: "txt”

Fig. 3. Candidate translation prompts
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(@ Keywords Everywhere's ChatGPT Prompt Templates

Category: Sub-category: Templates:
Productivity v| | Translation v | Expert Language Translator (Paste Content) v

Description: Translate text to your language, tone of voice and writing style of choice
Languages: Voice Tones:
English v| | Creative

Text To Translate 3

4

Prompt Template
Please ignore all previous instructions. Please respond only in the english language. Do not
explain what you are doing. Do not self reference. You are an expert translator that will be
tasked with translating and improving the spelling/grammar/literary quality of a piece of text.
You have a Creative tone of voice. You have a Narrative writing style. Please rewrite the
translated text in your tone of voice and writing style. Ensure that the meaning of the original
text is not changed. Present the results as follows: Simplified text translation and expert
translation. Please execute the command for the following text: "*

Execute Template

* Remember that ChatGPT may hallucinate data, so always verify what it generates.

Fig. 4. Candidate translation prompting framework

We compared the three different candidate prompt categories on the Persian to English (Fa=En), Persian

to Russian (Fa=Ru), English to Persian (En= Fa), English to Russian (En= Ru), Russian to Persian (Ru= Fa),

and Russian to English (Ru=En) translation tasks with the test set from our data as described. Our selected

LLMs include: GPT 3.5, GPT4, PaLM2, Claude-2-100k, meta-llama/Llama-2-70b-, Perplexity Al (incorporating
Copilot).

3.2 N-Shot Translation

3.2.1 Explanation. In this section, we explore the performance of each of our selected
LLMs for each of the language combinations separately, and according to the number of the
examples/ shots we used to provide context in our prompts.

N-shot prompting performance varies greatly across the number of our shots and also
varies greatly depending on the direction of our data set. We start with zero-shot prompting
and explore the effect of increasing the given shots. Depending on how to describe MT and
partially inspired by prior studies [4], [7], [60], we compared the N-shot method on our 6
different directions in the tables below, the results for each of the directions have been
sorted, as all the results across all the models vary depending on the selected languages, the
direction in which they are sorted.

GPT 3.5 Llama-2-70b-chat-hf
GPT4 Claude 2
PalLM 2 Perpelexity Ai + Copoilot

Fig. 5. Color Guides
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(FA=RU)
Error Type| T 1: Literal T 2: Literal T 3: Word T 4: Word T 5: Word Té6: T7:
Shot Translation Meaning Addition Choice Omission Syntax Grammar

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 6. Human error analysis on n-shot method, Persian to Russian

(RU=FA)

Error Type| T1: Incorrect T 2: T 3: Word T 4: Word T 6: Word T7: Content
Shot Punctuation Syntax Addition Choice Omission Deviation

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 7. Human error analysis on n-shot method, Russian to Persian
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(EN=FA)
ErrorType| T1: Incorrect | T 2: Word T 3: T 4; Literal | | 5:1%‘;‘;‘;”“ T 6: Literal T7: T 8: Word
Shot Punctuation | Collocation Syntax Meaning Translation | 1ranslation | Misspelling Addition
Zero-shot I
IIII- II II o e O e | e B I- - o B o o [ o o B
One-shot I I I
Two-shot I I
Few-shot
11T 1Y _— | . I -l..
Fig. 8. Human error analysis on n-shot method, English to Persian
(FA=EN)
Error Type| T 1: Literal T2: T 3: Wordiness| T 4: Word T 5: Word T6: T7: T8:
Shot Translation Repetition & Addition Choice Omission Syntax Grammar Idiomatic
- ™ [P T ma |l
- _-._l_-_ - | |
- -l . - || -
- -L I ||

Fig. 9. Human error analysis on n-shot method, Persian to English
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(RU=EN)
ErrorType| T I: Literal |T 2:Repetition| T 3: Word T 4: Word TS5: T6: T7: Content
Shot Translation & Addition Choice Omission Syntax Grammar Deviation
Zero-shot
1 T mEE oy - | LI ™ - T - B I- - e B - I-
One-shot
g ] S I T TN P gy R ) | [ ) e—— -
Two-shot
Few-shot
e e | BB e | O | By | _-_JL- | oo o o o g WO | _-_l_;_—
Fig. 10. Human error analysis on n-shot method, Russian to English
(EN=RU)
Error Type | T 5:];9“’"“‘ T2: Incorrect T 3: T'5: Incorrect | T 6. Word T7: Content | T 8: Word
irect . Direct Additi Deviati Omissi
Shot Translation | Punctuation Grammar Translation ition eviation mission
Zero-shot
One-shot
Two-shot
Few-shot
s B o ..-_-L_lL._L_j_._-! e e - T

Fig. 11. Human error analysis on n-shot method, English to Russian
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3.2.2 Results based on Linguistics Errors. In the first set of the tables, for each direction,
you can distinguish the amounts of errors for each of the shots, and compare the
performance of every model together

Fato 0to 1 shot 1to 2 Shot 2 to Few Shot
Ru | GPT35 T1 Ru to 0 to 1 shot 1 to 2 Shot 2 to Few Shot
Decrease] (by 1) | T2 fa GPT 3.5 Decrease) (by 2) Tl
Decrease] (by 1) | Increase] (by 1) | T3 T2
T4 Increaset (by 1) Increaset (by 2) a3
Decreasel (by 1) | Increaset (by 1) | Decreasel (by1) | T5 Decrease (by 1) T4
T6 s
Decrease] (by 1) i T6
GPT 4 Tl GPT 4 Increase? (by 1) T1
Increaset (by 1) T2 T2
3 Increase? (by 2) T3
T Increase? (by 3) T4
T6 Decrease| (by 1) | T5
i Decrease| (by 1) | T6
PaLM Remained Fixed across all shots and errors PaLM Remained Fixed across all shots and errors
Llama Ty ion rejected not qualified for i Llama Translation rejected not qualified for eval
Claude T1 Claude T1
T2 T2
T3 Increase? (by 1) T3
| Decrease] (by 1) T4 Decrease| (by 2) T4
TS
i)
Increasef (by 1) g i
Perplexi Remained Fixed across all shots and errors Perplexity | Remained Fixed across all shots and errors
Results: Results: ) =
GPT 3.5 shows the most instability. GPT 4 sh9wec‘i the most instability, after t.hat GPT 3.5. .
Most sufficient model is PaLM, after that GPT4. For this direction PaLM and then Perplexity were the best options.
T4 and T7 were two most dominant errors in this direction. T4,5 and 3 were the most common error types.
Overall, in GPT 3.5 despite inefficiency, we observe, increasing shots has lessen the As you can see increasing shots not necessarily output less errors. We observe
errors. instability in that as well.
Fig. 12. The effect of adding shots, Fa to Ru. Fig. 13. The effect of adding shots, Ru to Fa
Eng to 0to 1 shot [ 1to2 Shot [ 2 to Few Shot [ Fato 0 to 1 shot 1to 2 Shot 2 to Few Shot
fa GPT 3.5 [ Remained Fixed across all shots and errors Eng (GPT35 Decrease| (by | T1
GPT 4 Remained Fixed across all shots and errors 3)
PaLM Remained Fixed across all shots and errors IIESTG(ADE| T2
Llama Translation rejected not qualified for evaluation Increasefi(by.2) Ti
Claude Decrease| (by 1) il ¥ 5
Increaset (by 1) T2 T6
T3
T
Decreise|lGy) 4 Decrease| (by 1) | Decrease| (by 1) il
T by 2 D By 1 TS Increasef (by 1) | Decrease] (by 1) T8
crcast (DY) cecal (1) GPT 4 Remained Fixed across all shots and errors
T6 PaLM ined Fixed across all shots and errors
7 Llama i ion rejected not qualified for ev
_ _ Increaset (by 1) T8 Claude ined Fixed across all shots and errors
Perplexity | Remained Fixed across all shots and errors Perplexity ined Fixed across all shots and errors
Results: Results:
Claud shows the most Instability. Perplexity and GPT4 were slightly better than PaLM.
Best models are PaLM, and after that GPT4. There is no distinct common error type in this direction; errors are distributed across all
T1, 2 and 5, are the most common error types in this direction. of them more or less equally; probably T4
Shots did not have any effect on increasing or decreasing the errors in any of the Overall n-shot has showed efficiency with GPT 3.5, which is the only model with
models, and with the Claude the positive and negative effects are equal. changes as a result of adding shots.
Fig. 14. The effect of adding shots, Eng to Fa. Fig. 15. The effect of adding shots, Fa to Eng
Ru to 0to 1 shot 1to 2 Shot 2 to Few Shot Eng to 0to 1 shot Tto 2 Shot 7 to Fow Shot
Eng GPT 3.5 Tl Ru GPT 35 T1
Decrease) (by 1) T2 T2
L (7 ) %i Increase? (by 1) I3
Ts T4
T6 TS
T7 T6
GPT 4 incd Fixed across all shots and errors _ 17
PaLM R il st 2l e Gt G GPT 4 d Fixed across all shots and errors
Llama Remained Fixed across all shots and errors PalM Remained Fixed across all shots and errors
Claude ined Fixed across all shots and errors Llama ined Fixed across all shots and errors
Perplexity ined Fixed across all shots and errors Claude ined Fixed across all shots and errors
Results: Perplexity ined Fixed across all shots and errors
Overall, in this direction, the least number of errors occurred. Results:
Claude and Llama fall behind other models. The most efficient model is PaLM, after that Claude.
Perplexity and GPT4 were again slightly better than PaLM. T4 and T2 are the most common error types.
Despite of the fact that the errors are almost equally distributed, TS and T3 are most Increasing Shots almost did not affect the number of errors at all.
likely to happen.
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Fig. 16. The effect of adding shots, Ru to Eng Fig. 17. The effect of adding shots, Eng to Ru

3.3 Standard Prompt Enhanced Framework on Zero-shot & N-shot

3.3.1 Explanation. In this section, we explore the performance of each our LLMs for
each of language combinations separately, according to the adopted tailored prompting
framework for this setting. In zero-shot case, we proposed the impact of the frameworks on
the performance solely, then in the one, two, and few-shot setting we also incorporated our
shots combined with the prompting framework. In the tables below, the results for each of
the directions has been sorted, as all the results across all the models vary depending on the
selected languages, and the direction in which they are sorted. In the first set of the tables,
for each direction you can distinguish the error rates for each of the shots, and compare the
performance of models together. Then in the second set of the tables the transition rate of
these errors has been tracked for better understanding the effect of adding shots on the
number of the errors and their types.

GPT35 Llama-2-70b-chat-hf
GPT4 Claude 2
PaLM 2 Perpelexity Ai + Copoilot

Fig. 18. Color guides

(FARU)
Error Type| T 1: Literal T 2: Literal T 3: Word T 4: Word T 5: Word T6: T7:
Shot Translation Meaning Addition Choice Omission Syntax Grammar

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 19. Human error analysis on Prompt enhanced n-shot method, Persian to Russian
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(RU=FA)
Error Type| T1: Incorrect T2: T 3: Word T 4: Word T 6: Word T7: Content
Shot Punctuation Syntax Addition Choice Omission Deviation
Zero-shot I I I
- e
One-shot I I I I
- o B oy || . || | Y
Two-shot | I I I | I
- | o o O oy o | || - | e 0y O | o By O
Few-shot I I I I I I
- o o B e o | - - | - B
Fig. 20. Human error analysis on Prompt enhanced n-shot method, Russian to Persian
(EN=FA)
Error Type | T1: Incorrect | T 2: Word T3: T 4: Literal | | 521;5‘“’:‘”‘ T 6: Literal T7: T 8: Word
Shot Punctuation | Collocation Syntax Meaning Trar::f:tion Translation | Misspelling Addition
I |.I.. .0 I LAl [
l oy | I - - o W -
Few-shot I I I I I
I.l_-l om0 __0__ - [ [P - |

Fig. 21. Human error analysis on Prompt enhanced n-shot method, English to Persian
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(FASEN)
ErrorType| T 1: Literal T2 T 3: Wordiness| T 4: Word T 5: Word T6: T7: TS8:
Shot Translation Repetition & Addition Choice Omission Syntax Grammar Idiomatic

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 22. Human error analysis on Prompt enhanced n-shot method, Persian to English

(RU=EN)
ErrorType| T 1: Literal |T 2:Repetition| T 3: Word T 4: Word TS: T6: T7: Content
Shot Translation & Addition Choice Omission Syntax Grammar Deviation

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 23. Human error analysis on Prompt enhanced n-shot method, Russian to English



XX:16

(EN=RU)
Error Type | T 5: Incorrect T2: Incorrect T 3: T 5: Incorrect T 6: Word T7: Content
Direct P" . G . Direct Additi Deviati
Shot Translation unctuation rammar Translation ition eviation

Zero-shot

One-shot

Two-shot

Few-shot

Fig. 24. Human error analysis on Prompt enhanced n-shot method, English to Russian

T 8: Word
Omission

3.3.2 Results based on Linguistics Errors. In the first set of the tables, for each direction,
you can distinguish the error rates for each of the shots, and compare the performance of

every model together

Fato 0to T shot Tto 2 Shot 2 to Few Shot Ruto 0to 1 shot 1 to 2 Shot 2 to Few Shot
Ru [GPT335 TI Fa GPT 35 TT
T2 ™
Tncreasef (by 1) T3 =
Decrease] (by 1) T4
Tncrease? (by 1) TS T4
T6 Decrease (by 1) 351
Decrease] (by 1) 7 T6
GPT4 TI GPT 4 T1
T2
T3 12
TG 7 Increasef (by 1) [ Decrease| (by 1) T3
TS Increaset (by 8) T4
T6 Increase? (by 1) Decrease | (by 1) TS
T7 Decrease] (by 1) | Increasef (by 1) T6
PaLM T1 PaLM TT
T2
TG e Increassti(byi) 1z
T2 Decrease | (by 1) T3
T5 T4
T6 TS
117/ Increasef (by 1) | Decrease] (by 1) T6
Llama Translation rejected not qualified for evaluation Llama Translation rejected not qualified for evaluation
Claude TI Claude T
Decrease] (by 1) T2
Decrease], (by 3) T3 T2
Decrease] (by 4) | Increase] (by 4) T4 T3
5 Decrease| (by 2) T4
T6 T5
Tncreasef (by 1) T7 T6
Perplexity Decrease] (by 1) T1 i
e L Perplexity | Remained Fixed aoross all shots and errors
Decrease] (by 2) | Increase] (by 1) T4 Results:
Tcrease] (by 1) | Decrease] (by 1) T5| | GPT4 and PaLM showed the most instability.
T6 PaLM and Perplexity are the best models in this direction and with this method.
T7| | T4 is the error category, which most likely to happen in this method and direction.
‘ljes"l"*ty PUNE— The worst outputs were from GPT4.
erplexity showed the most instability. g A : e H
Desie e Tl Tl CE P el cxary i modsl an GET4\wese the bestamhs ditectcnand| | hiam s chapaedistylofioliiteraiyimotepthaninseded falsopiinttewzshotivhadidigested the
the prompting method taken here. text and has written an inference instead of giving a proper translation but the content has not
Claude shows significant weakness with the T4. changed at all.
The method taken not ily improves efficiency.




MT with LLMs : Prompt Engineering for Persian, English, and Russian Directions

Fig. 25. The effect of adding shots, Fa to Ru Fig. 26. The effect of adding shots, Ru to Fa

XX:17

Eng 0 to 1 shot [ Tto2 Shot ] 2 to Few Shot I Fato 0to I shot 1t0 2 Shot 2 10 Few Shot
toFa [GPT3.5 | Remained Fixed across all shots and errors Eng [GPT3.5 E
GET4 ;; Tncrease] (by 1) | Decrease] (by 1) | Increase] (by 1) T3
Increase? (by 3) Decrease (by 1) T3 ;‘;
Increase? (by 4) T4 Decrease] (by 1) TG
Decrease] (by 2) TS5 Increasef (by 1) T7
T6 T8
7 GPT4___| Remained Fixed across all shofs and errors
T8 PaLM Remained Fixed across all shots and errors
PalM e () TG (3 D) 1 Liama Translation rejected not qualified for evaluation
Decrsass|{(byil) = Claude Decrease] (by 2) I
e Decrease] (by 2) T2
Decrease] (by 1) _| Decreascl, (by 2) T3
T4, T
TS TS
T6 Decrease/ (by 1) Decrease] (by 1) T6
Llama Ti fon rejected not qualified for evaluation Decrease] (by 1) T7
Claude | Decrease] (by 1) TT Decrease] (by 1) T8
Tncrease? (by 1) 2] Perplexity T1
e :
T4, T
TS w2
T6 T6
7 Decrease] (by 1) | Increase] (by 1) | Decrease] (by 1) 7
Perplexity | Remained Fixed across all shots and errors T8
Results: Results:
Most instability occurred with GPT4. As shfown‘:n u; chan;l, c:;‘::e shozsldal:d mmos( in::abimyé 1::1 lh;in;c‘e:i ha; worked
oI : significantly efficient with this model is setting and the method taken here.
g‘f{;z‘:}:g;ﬂg 33’1::3 andGETS > ch:p]exny e B e ane A GYTARE
- Despite the fact that, errors were distributed almost equally, T4 seems to be the most
T2,1 and 5 are the most common error types here. G
PaLM again made the style to literary in prompt enhanced.
Fig. 27. The effect of adding shots, Engto Fa  Fig. 28. The effect of adding shots, Fa to Eng
Ruto 0to 1 shot Tto 2 Shot 2 to Few Shot oy TRET VT %0 Fow Shot
Eng [ISEESS TL| |toRu [GPT35 |Tncrease] by D) il
Tncrease] (by 2) _| Decrease] (by 2) T2 =
Increasef (by 1) 13 Decrease] (by 1) %}
T4 Tncreaset (by 1) T4
T5 Decrease] (by 1) TS
T6 T%
GPT4 TI 7
Increaset (by 2) T2 GPT 4 TI
T3 Tncrease] (by 3) 2
T4 Decrease] (by 1) | Increase] (by 1) | Decrease] (by 1) T3
Decreasel (by 1) T5 Decrease] (by 4) | Increase? (by 6) T4
T6 Tncrease? (by 1) | Decrease] (by 1) TS
PalM T1 Decrease] (by 1) T6
Increaset (by 3) Decrease (by 2) T2 T7
Increase? (by 3) T3 PaLM T1
i Tncrease] (by 4) | Decrease] (by3) T2
Tncrease] (by 2) TS5 T3
g Tncrease] (by 2) Tncrease] (by 5) | Decrease] (by 2) T4
TS5
Llama d Fixed across all shots and errors Tncrease] (by 2) T6
Claude T1 Decrease] (by 3) | Increase] (by 1) T7
Increaset (by 3) | Decrease] (by 3) | Increaset (by 3) T2 Llama Remained Fixed across all shots and errors
Increaset (by 1) Decrease| (by 1) | Increasef (by 1) T3 Claude Decrease] (by 1) TI
T4 Tncrease] (by 1) | Decrease] (by 1) T2
TS T3
T6 Tncreasef (by 1) | Increasef (by 1) T4
Decrease] (by 2) _| Increasef (by 2) _| Decrease] (by 2) T7 Tncreasef (by 1) TS5
Perplexity | Remained Fixed across all shots and errors Decrease] (by 3) T6
Results: Tncrease] (by 2) T7
Claude shows the most instability. Perplexity | Remained Fixed across all shots and crrors
Perplexity is the best model and after that comes the GPT4. Results:
T5, 2, and 7 are the most common error types. Best model is Perplexity.
‘T4 is the most common error type, and after that T2.

Fig. 29. The effect of adding shots, Ru to Eng Fig. 30. The effect of adding shots, Eng to Ru

3.3 Overall Results

1.

The efficiency of the model not just was relevant and dependent to the
language direction but also was depends on the target language; if the target
language in our desired language direction was a high-resource language like
English the efficiency was much more higher comparing to the other way around,
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where we had a lower resource language in our direction and it happened to be our
target language.

2. Llama’s output was only acceptable with the highest resource languages;
otherwise, the outputs were completely disqualified from any use case, yet alone to
be evaluated.

3. Some models, maybe not much efficient with some low-resource languages,
including Persian; in the case of such languages, not only the amount of the shots
did not improve the outputs’ quality, but also any direction with that low resource
language, fell behind directions with high resource languages on both sides. it must
be because of the lack of training and exposure to those languages. Furthermore,
lots of hallucination and content deviation, mixing languages, etc. were observed in
that case. In Contrast, if our target language was a high resource language,
especially English; the results with applying n-shot method most likely happened to
be boosted.

4. Perplexity and after that GPT 4 were the best models in this setting. Claude
showed the best capacity among all of them with applying a greater number of
shots. Overall, in three directions, its efficiency increased but showed inconsistency
in other ones.

5. Most of the transitions of changing error numbers occur either changing
from zero shot to one shot or from two shot to few-shot.

3.4 Comparison of n-shot, prompt enhanced and their combinations

3.4.1 Explanation. In this section we have illustrated the tables below, to compare the effect
of incorporating prompting frameworks in addition to the shots, with the original setting in
which we solely used shots. the results for each of the language directions have been sorted,
and for each one of them, we have described the results accordingly.

Fato 0Shot TShot ZShot Few Shot Ruto 0 Shot T Shot 2 Shot Few Shot
Ru  [GETSS TI] |Fa [GPT35 | Decrease] (by1) | Increase T Tncrease 1 Tncrease’ 1 TI
Decrease] (by 1) _| Decrease] (by 1) | Decrease] (by 1) ™ ase (by 1) reaset (by I) Increaset (by I) T oy D o
Deorenseli(byal ) | Decreasel(byil) e = Tiesel (0y3) el Gy | e 67 D) T3
Decrease] (by 1) Decrease] (by 1) | Increase (by 1) TS Increaset (by 3) Increase? (by 4) Increasef (by 4) | Increasef (by 4) T4
To Decrease] (by2) | Decrease] (by2) | Decrease] (by 2) | Decrease] (by3) | T5
Decrease] (by 1) _| Decrease] (by 1) _| Decrease] (by )| Decrease] (by )| 17 T6
GPT4 gl GPT4 Decrease] (by 1) | T1
Decreasel by )| T2 V)
= ; :i Decrease] (by 1) | Decrease] (by 1) | Increasef (by 1) | Decrease] (by3) | 13
==G) kcs Tcreasef (by 1) | Increase? (by 1) | Increasef (by 6) | Increasef (by2) | T4
TS Decrease] (by2) | Decrease] (by2) | Decrease] (by 1) | Decreasel by D | T5
] Decrease] (by 1) T6
PaLM I PaLM T1
T2 Tncrease] (by 1) | 12
Tncrease] (by 3) | Tncrease] (by3) | Tnereasel (by3) | 13 Decrease] (by 1) | T3
™
= T4
= TS
7 Decrease] (by 1) | Decrease] (by 1) Decrease] (by ) | 16
Tiama | Translation rejevied not qualified for evaluation Llama | Translation rejected not qualified for evaluation
Claude I Claude TI
Decrease] (by 1) | Decrease] (by 1) | Decrease] (by ) [ T2 T2
Tncreasef (by 3) T3 Tncreaset (by 1) T3
Tncrease (by 3) | Icrease (by 3) | Decrease] (by )| Increasel (by2) | T4 T4
= TS
Decreasc] (by 1) | Decrease] (by 1) | Decrease] (by ) | Decreasel (by D | T7 _ 6
Perplexity | Increasef (by 1) | Increasef (by 1) | Increasef (by 1) TI Perplexity T1
Tncreasef (by 1) | creasef (by )| T2 T2
Tncreaset (by 1) | Tncreasef (by 2) T3 Decrease] (by 1) | Decrease] (by 1) | Decrease] (by 1) | Decrease] by ) | 13
Tncrease (by 1) _| Decrease], (by 1) T4 T3
Decrease] (by 1) Decrease] (by 1) | Decrease] (by )| T5 T3
Decrease] (by 1) _| Decrease] (by 1) _| Decreasel (by 1) | Decreasel (by ) _| 16
Dol (20 Dosrsssei (32 Dol (2 Dosressel (o) ™7 Tncrease] (by 1) | Increasef (by 1) | Increasef (by 1) | Increasef (by 1) | 16
Results: A Reanite .
As shown by the chart PaLM and GPT4 showed the least changes by adding our prompt frameworks. As shown by the chart, GPT4 and PaLM showed improvements.
GPT3.5, GPT4, and Perplexity efficiency improved. Claude and Perplexity remained the same.
Claude and PaLM efficiency decreased. GPT 3.5 results were worse and contained more errors.




MT with LLMs : Prompt Engineering for Persian, English, and Russian Directions XX:19

Fig. 31. Comparing methods, Fa to Ru Fig. 32. Comparing methods, Ru to Fa

Eng 0Shot T Shot 2 Shot Few Shot Fato 0Shot TShot 7 Shot Fow Shot
toFa [GPT335 T| |Eng [GPT35 | Decrcasc] (by3) | Decrease] (by3) | Decrease] (by 3) I
Tncrease] (by 1) | Increase] (by 1) | Increase] (by 1) | Increase? (by 1) T2 Increaset (by 1) Decrease] (by 1) T2
:i Tncreasel (by 2) | Increase] (by 3) | Increase] (by2) | Increasef (by 1) T3
T o
Té6
™ Decrease] by 1 | T6
SFTT T Decrease] (by 2) _| Decrease] (by 1) Tncrease] (by )| 17
T2
Tncreaset (by 3) | Increasel (by2) | Increasef (by2) | T3 GPT4__| Remained Fixed across all shots and errors
T4 PaLM Decrease] (by 1) | Decrease] (by 1) | Decrease] (by 1) | Decrease] (by 1) | T1
Tncrease] (by 4) | Increase] (by4) | Increase? (by 4) TS T2
Docrcase] (by 2) | Decreasel by2) | T6 Decrease] (by )| Decrease] (by )| Decrease] (by )| Decreasel by D__| T3
17 T4
PalM Decrease] (by 3) | Decrease] (by3) | Decrease] (by2) | T1 T T T T T T T T TS
Decrease] (by I) | Decrease] (by 1) | Decrease] (by 1) | 12 creasei(byil) ncreasei(byil) moreass oy ncrense(bvil) T6
T3 7
T4 TS
TS -
= Llama Translation rejected not qualified for evaluation
e Claude | Decrease] (by ) | Decrease] (by ) _| Decrease] (by3) | Decreasel (by3) [ T1
Llama Translation rejected not qualified for evaluation Decrease (by 2) [ Decrease] (by 2 T2
Claude il Decreasc] (by ) _| Decreasel (by 3) | Decreasel (by3) | T3
™ Decrease] (by 1) _| Decrease] (by 3) | Decreasel (by3) | T4
Tncrease] (by 2) | Increase] (by 2) | Increase] (by 2) | Increasel (by 2) T3 Decrease] (by 1) | Decrease) (by 1) | Decrease| (by 1) | Decrease| (by | TS
se] (by ) T4 Tncreaset (by 1) Decrease] (by 1) | Decrease] (by 1) T6
Tncrease (by 1) | Decrease] (by 1) | Decrease] (by 1) TS Decrease] (by 1) | Decreasel (by 1) | T7
Tncreasef by )| 16 Tncreaset (by 3) | Increase] (by2) | Increasef (by2) | Increasel (by2) | T8
7 Perplexity TT
Tncrease] (by 3) | Increase] (by 3) | Increase] (by3) | Increase] (by 2) T8 =
Perplexity | Increase] (by2) | Increase] (by 2) | Increasef (by2) | Increasef (by 2) TT -
EDssoresc A (y72) | oo (b2 N DD s 1 (1 72) B | Docros sy ;i Decrease] (by 1) | Decrease] (by 1) | Decrease} (by 1) | Decrease] by 1) | T4
T4 TS
Tncrease? (by 2) | Increase] (by 2) Tncrease] (by 2) | Increase] (by 2) TS T6
Decrease] (by 1) _| Decrease] (by 1) | Decrease] (by 1) | Decrease] (by 1) | T6 Decreasel (by 1) Decreasel (by 1) T7
T7 T8
T8 Results:
Results: As chart shows, GPT4 remained without any changcs.
Only PaLM showed improvements with errors which means other produced more errors and only PaLM output PalM, Claude, and Perplexity improved efficiency and their outputs had less errors in this setting.
had less errors in this setting. GPT 3.5 had more errors and less efficiency.
Fig. 33. Comparing methods, Eng to Fa.  Fig. 34. Comparing methods, Fa to Eng
:“ N = 0 Shot 1 Shot 2 Shot Few Shot | [Fne 0 Shot T Shot 2 Shot Few Shot
ad T . D 1| |toRu [GPT35 Tncrease] (by 1) Tncrease] (by 1) | Increase] (by 1) g
T3
i) Tncrease] (by 1) Decrease] by )| 13
TS Tncreasel (by 1) | Increase] (by 1) | Increase] (by 2) | Increasef by D | T4
6 Tncrease! (by 1) TS
Increasef (by 1) iy T6
GPT4 T
Tncrease] (by 2) | Increase] (by2) | Increasel (by2) | 12 17
i) GPT4 TI
™ Decrease] (by 2) _| Increase] (by 1) | Increase] (by 1) | Increase] by | 12
Tocrease] (by 1) | Tncrease (by 1) | Tncreasel oy | 15 Tncrease? (by 1) Tncrease! (by 1) T3
= Tncrease] (by 2) | Decrease] (by 2) | Increase] (by3) | Increase] (by3) | 14
e Increaset (by 1) TS
PaLM Decrease (by 1) Decrease) (by 1) | Decrease] (by 1) T1
Decreasel, (by 1) §v] Increaset (by 1) T6
Tncrease? (by2) | Increase] by2) | 13 T7
- % D f)musetlébyll)) :)“M?(Lw.l)) & PaLM | Increasc] (by 1) | Increase] (by 1) | Increase] (by 1) | Increase] by | T1
rease mercase? (by increase] (by
Tncrease (by 1) | TncreaseT (by 1) | Tncreasel by 1) | Tnereasel Gy )| T6 IDScreasS (AL | EYecreass (b yL N MricTeass (DY) g
Tncreasel (by2) | Increase] (by2) | Increasel (by2) | Increaset (by2) | 17
Tiama T Decrease] (by 1) Increaset (by 1) Increaset (by 6) Increaset (by 4) T4
Decrease] (by 2) Decrease] (by 2) Decrease] (by 2) | Decrease] (by 2) T2 TS
L} Increasef (by 1) Increasef (by 3) T6
1: Tncrease? (by 4) | Increasef (by 1) Tncrease] (by 2) | Increase] (by 2) T7
6 Llama
7 Claude | Increase] (by 1) | Increase] (by 1) | Increase? (by 1) T
Claude T1 Increaset (by 1) T2
Tacrease] (by 3) Tacrease] oy 3) | 12 Decrease] (by 1) | Decrease] (by 1) _| Decrease] (by 1) | Decrease] (by | T3
Tncrease1 (by 1) Tncrease] &y D) | 13 Tncrease] (by2) | Increase] (by2) | Increase] (by3) | Increase] (by4) | 14
= Tnoreasef (by 1) | T5
T Tncrease] (by 3) | Increase] (by 3) 6
Decrease] (by 2) Decrease] (by 2) 7 Increaset (by 1) Increaset (by 1) Increaset (by 1) Increaset (by 3) T7
Perplexity Tl Perplexity T1
T2
[ ncreaseT Gy )| TncreaseT oy | Tt oy [T Dooroasol (5y2) M IDecroase §(6Y2) Deoroasel(by2) ;i
T2
= Decrease] (by 2) | Decrease] (by 2) Decrease] (by2) | 14
[ Decreasel (by 1) | Decrease] (by 1) _| Decreasel (by 1) | Decreasel oy D | T6 Tncreasef (by 2) TS
7 T6
Results: T7
GPT 3.5 and Perplexity overall, remained with same amounts of errors. .
Llama’s efficiency improved. Results:
Claud and GPT4 showed slightly more errors. ‘The only model which appeared with less errors ing our two settings is Perplexity.
Fig. 35. Comparing methods, Ru to Eng Fig.36. Comparing methods, Eng to Ru
3.4.1 Results. Overall Results of the Comparison are listed as below.
1. PaLM was the most efficient model, the efficiency improved with all our

three stings; including increasing shots, applying a prompting framework, and a
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combination of both, and this model could best analyze long texts, apply the
stylistics nuances effectively; We hypothesize that this may be due to the fact that
this model can further improve its bilingual abilities as its training has involved in
multilingual data and can further improve this ability as it regulates and applies it
more often; we also hypothesize that this capacity has improved analytical
linguistics abilities as this model best handled the data sets which were given as
examples and applied prompts regarding style and intonation more effectively
compare to models with less multilingual abilities.

2. After that Perplexity Al was the best one to understand all our data, shots
and comprehensive prompts. On the other hand, by adding more data its efficiency
did not decrease, nor the model produced more errors; It was either improvements
or minor changes.

3. When the target language was a low resource, and our model happened to
be not good with that language; in our case here Claude, adding more data, shots
and lengthy prompts, further decreased the efficiency and produced more errors.

4. GPT 3.5 showed sensitive behavior toward adding data to its prompts;
explaining more complete, or adding shots most likely decreased its efficiency and
generally it was not good at handling lengthy prompts and data.

5. Overall, a combination of both of improving prompt with a standard
framework and adding shots alongside that framework, most likely happened to
decrease the model’s efficiency in translation; otherwise, the model has capacity on
handling data with different patterns and ability to analyze lengthy texts.

3.4 Comparison of n-shot, prompt enhanced and their combinations based on Neural

metrics

BLEU
CHRF++
COMET

Fig. 37. Color Guides
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(EN=FA)

MODEL SHOT| 0-SHOT 1-SHOT 2-SHOT FEW-SHOT PO-SHOT P.1-SHOT P2-SHOT P.FEW-SHOT
8902 8902 8902 89,02 8902 8902 8902 8902
8157 81.57 81.57 81.57 81.57 8157 81.57 81.57
GPT35 7721 I 721 727 I 727 I 7127 I 727 I 7127 I 727
10 91.67 9167
8823 823 8823 8823 8823
GPT4
7647 7647 7647 647 647 et 500 o 500 o 250
272 272 nn 27 27 . - . ] . 1
9167 9167 9167 224 N4 2% N4
8704
2000 000 2000 000 8157 8157 8157 8157
7664 7664 7664 7664 727 727 77.17 727
9000 90.00 90.00 9000 8704 87.04 8704
276
v 894 i M .M
T8 .S
7647 7647 7647
7500 . ﬁo % 7500 P »n o, 7500 s
UDE 8158 8000
R 6t . 94 95 | o4 79S| T+ W95 | 7o 7895 | W4 7S
l . I l l B 7500 I 7500 . l 7500 . 7500 7500
9310 93.10 9310 910
02 8902 8902

894 89.02
PERPELEXITY
81.57 81.57 81.57 81.57
7 T 89 7894 8M T894
. 7500 7500 7500 7500

Fig. 38. Neural metric analysis on prompt enhanced n-shot method, English to Persian

F

(EN=RU)

0-SHOT 1SHOT 2.SHOT FEW-SHOT PO-SHOT P,I-SHOT P2SHOT | PFEW-SHOT
9224 9224 9224 9224 9167 9224 9224 9224
8158 8158 8158 8158 ™ 815 8158 8158
GPT35 I 2 I 27 I 2 727 . 7647 I ﬁ I ﬁ 721
2 2% 9224 021 =2 92 9224 9224
4 8125 o1
7647 7127 7647 7127 7647 7127 7647 7127 7647 "3.-9" 727 : ﬁ 7894 ﬁ
% ; 9474
9474 W74 w74 2% 4 024 2%
8751 8751 8151 8751
8571
PalM 8158 815 8158
To64 7664 7664 7664 21 721 1 21

g
g
g
g
g
g
E
E

81.58 81.58 8158 8158 81.58 81.58 81.58 81.58
21 721 .0 .9 .21 721 727 721
9474

M4

9224 9224 9224 9224 9224 9224
8571 8571
CLAUDE 8158 8158 8158 8158 8125 81.25 8158 8158 8125
B I [ n I B I I o I

8500 8500 8500 8500 8500 85.00 8500 8500

7500 7500 7500 7500
w000 | [0 000 ow | [ 7000 000

Fig. 39. Neural metric analysis on prompt enhanced n-shot method, English to Russian

PERPELEXITY
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MopiL—_SHOT|0SHOT 1SHOT 2SHOT FEW-SHOT POSHOT P,I-SHOT P2SHOT | PFEW-SHOT
9478
9267 9261 9267 w17 9417 20 56
2007
8514 8514 8553 5768
218 8342
ne 0 S5 003 903 15
GPT35 7467 I 7461 7547
2% 2% 2% 2% 926 N 9358 9358
GPT4 119 8119 sL19 st 824 8324 824 8324
7608 I 7608 ﬁ 7608 7547 750 7780 780
925 925 9225 025 9445 %445 9445 9456
608 3608 608 §16
PlM [z 822 o2 &2 sL4 8144 14 I8
%404 M4 9404 9528 %38 9475 M5 w75
R 8876 8822 82 876
8443 8443 8443 8537 391 53153 $353 £33
LIAMA 012 w012 w012 I
%% %30 %30 %30 9512 s . 9521
8523 8523 8523 8523 = ul6 82 = s
CLA 814
UDE w047 5047 047 8047 =
I 7600

oo SHOT[ 0.SHOT 1.SHOT 2SHOT FEW-SHOT POSHOT P,ISHOT P.I-SHOT
9417 930 9430 M30 M30 9430
9267 9267
814 8520 8520 820 8520 8520
GPT3S | ng 054 03 040 8040 040 2040 5040
4 AR REN NN
%30 %30 %30 %30 %30 %50 %450 %50
GPT4 870 870 870
8520 8520 8520 8520 8520 s “x wn
2040 8040 040 040 040
%450 9480 %80 9480 9480 9480 9150 %%
PaLM 850 8850 8850 8850 8850 ol 870 8
590 I 59 I 8390 590 I 90 890 590 590
%50 %450 %70 %70 %70 %70

£
e
2 .
H
I
—t
=
E

2
2
5

CLAUDE

%
E]

8158 8158 8158 8158 U 8421 8462

g
g
.

2 nn nxa 21

%3 %430 %30 9430 %50

£

M50

£

81.00 8100
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Fig. 46. COMET Metric changes

The Bleu score tended to increase with the models that perform better with analyzing long
texts and their potential to develop multilingual capacity. In contrast, for models that
operated weaker for more distant languages, the combination of adding a prompting
framework, and in-context learning shots reduced their efficiency which aligns with our
error analysis through human evaluation.

We also found that lexical comparison-based metrics such as BLEU or chrf++ inconsistently
gave a few misleading signals, such limitations stem from the inherent challenges of
evaluating natural language generation systems, especially for complex tasks such as
MT; therefore, we complemented our automatic evaluation with a comprehensive
analysis, considering all metrics together, as well as human evaluation as our main
methodology, and qualitative analysis to cover a broad range of phenomena.



MT with LLMs : Prompt Engineering for Persian, English, and Russian Directions XX:27

In general, human error analysis, and neural network metrics are not enough for evaluation,
when it comes to identifying a translation output that is useful for a translator to be used in
their final work. We observed the fluency and the efficiency of the overall text improved
effectively when a tailored, and standard prompting framework is used, but this is totally
different from being flawless, and just as we proposed above, besides their fluency and the
amazing guidance they offer to the translator, this does not mean they do not contain errors;
hence, the translator needs to put more careful attention into the post-editing process of
NMT raw outputs; and somehow identifying errors and the post-editing process becomes
much more tricky when the overall text seem to have accuracy and fluency; therefore we
proposed our analogy for our selected language combinations, hopefully to help translators
adapt better to post-editing brand-new LLMs raw outputs.

4 CONCLUSIONS

In this work, we presented a study of the machine translation capabilities of the trending
and popular LLMs of 2023. Our investigation covered 6 language directions, which are all
combinations of English, Russian, and Persian, across a number of selected shots for the
purpose of evaluating in-context learning with our selected LLMs; all of which facilitated a
broad understanding of the models’ general performance for our desired directions.
Furthermore, we used a standard translation-tailored prompting framework to compare the
results on the performance of the LLMs between these two settings; in the same vein, we
also presented the results for our third setting which contained a combination of the two
other methods and presented the results for all of these settings respectively as well as a
whole together. To provide a thorough evaluation of the models, we employed both human
evaluations and the latest neural network-based automatic evaluation metrics. In addition,
we conducted extensive analysis, providing an in- depth comparison between all of these
three methods both in sense of the error rate with human analysis and their comparisons to
state-of-the-art neural metrics.

Here we summarize some interesting findings and useful recipes on popular LLMs as MT
tools:

e The efficiency of the model not just was relevant and dependent to the language
direction but also dependent on the target language; if the target language was a high-
resource language, for instance English, the efficiency improved significantly.

¢ N-shot method improved the efficiency of a model like GPT 3.5, but this method not
necessarily improved efficiency with of all other models in all of the directions we
experimented with.

e We found that prompting templates and demonstration example selection both have
substantial impact on outputs. Prompting examples correlated significantly with the
performance of our model; for example, careful selection benefited translation to some
extent but not consistently.
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By evaluating the translation among three selected languages on our test sets, we found
that PaLM2 performed competitively on both high-resource language like English or
Russian as well as more under-resourced language like Persian. GPT4 despite amazing
results on high resource languages, lagged with a more distant language, and for language
pairs that were both low-resource and from different families [58].

Our findings align with Previous researchers [23], [21], [39] who have found that an LLM
like ChatGPT performs competitively with commercial translation products (e.g., Google
Translate and Microsoft Translator) on high-resource languages, but proved to have less
capabilities for low-resource and distant languages. Furthermore, PaLM was the best model
to perform translation prompting frameworks and analyze the examples given via in-
context learning in an n-shot setting. We hypothesize that this is due to the large
multilingual data proportion in its training data, which is 78% English and 22% for other
languages [48], while GPT data proportion is only 7% non-English [4].

« the efficiency of PaLM improved with all our three stings; including increasing shots,
applying a prompt framework, and a combination of both, and this model can best analyze
long texts, apply the stylistics nuances obvious and clear as well; We hypothesize that this
may be due to the fact that this model can further improve its bilingual abilities as its
training has involved in multilingual data and can further improve this ability as it regulates
and apply it more often; we also hypothesize that this capacity has improved analytical
linguistics abilities as this model best handled the data sets which were given as examples
and applied prompts regarding style and intonation more effectively compare to models
with less multilingual abilities.

« after that Perplexity Al was the best one to understand prompts completely, including
shots and explanations. On the other hand, by adding more data its efficiency did not
decrease, nor the model produced more errors; it was either improvements or minor
changes.

e When the target language was a low resource one, and our model happened to have
little data with that; adding more data, shots and lengthy prompts, further decreased
efficiency and produced more errors. Furthermore, lots of hallucination and content
deviation, mixing languages, etc. were observed in the case of this scenario. In Contrast, if
the target language was a high resource language, especially English; the results with
applying tailored prompts like n-shot method and using a prompting framework, most likely
happened to be boosted.

e Some of the models like Claude, maybe not much efficient with some low-resource
languages, including Persian; any language direction with low resource languages, fell
behind directions with high resource languages on both sides. it must be because of the lack
of training and exposure to those languages, so the hallucination and error rate most likely
to be abundant in those scenarios.

e most of the transitions regarding error numbers, either increasing or decreasing,
occurred either changing from zero shot to one shot or from two shot to few-shot.
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e GPT 3.5 showed highly sensitive behavior regarding data addition to its prompts;
explaining too much, or adding shots most likely happened to decrease its efficiency and
generally it was not good at handling lengthy prompts and data.

e Overall, a combination of both using a prompting frame work with adding in-context
learning shots, most likely happened to decrease the model’s efficiency in translation;
except that the model is capable of handling data with different patterns and ability to
analyze lengthy texts.

Overall, our study provides valuable insights into the strengths and weaknesses of
trending LLMs of the time this paper is being written for machine translation. This work
opens up opportunities for future improvements and developments in this field. We
investigated how these models can transform the world of machine translation tasks along
with multiple strengths it applies as a result of generative content. We demonstrated that
many of these models excel at translating well-represented languages in their training data,
but they face challenges with less-resourced languages, except they have been trained on a
reasonable amount of multilingual/ bilingual data.

Furthermore, the interpretation of the results obtained allowed us to identify recurring
patterns of errors, thus providing an evaluation of the raw output.

What emerges from this study is that, although we observed critical errors depending on
the nature of the models, that we tested respectively; with some instances the raw
translation turned out to be satisfactory without having to apply post editing, on the other
hand some turned out to be far from the bottom line of having the quality for being
evaluated, and in no case, we could adopt them nor get help from them. The evaluation
conducted for this research provides translation professionals and scholars with an insight
of the performance of LLMs as MT tools, through a list of predominant errors, which
correspond to aspects that should be carefully controlled at the post-editing stage in the
English-Russian-Persian combination directions.

In case of using a model, that has been trained on large corpora of multi lingual data for
the purpose of using it on a direction of high/acceptable resource language they most likely
have adopted human level translation, but it is always advised to use post-editing stage with
an efficient translator, and we are far from a scenario in which we can overlook or skip this
stage for purposes that need a proper well drafted text. But even in the mentioned scenario,
human translators will play a key role, as the development of more efficient MT tools will
mostly depend on collaboration between computer engineers and professional translators.
Therefore, it seems essential to implement an ‘orchestrated symbiosis’ in the words of
Bawa- Mason [3]; it is crucial that translators do not consider technology as a competitor
but as a means to enhance their performance. Working hand in hand with computer
engineers is essential to improve LLM-based MT systems. Such collaboration would allow
engineers to understand better the equivalence issues between languages as well as typical
translation problems, and thus to design new systems able to provide even better results.

The analysis conducted for this project provides a list of features that NMT specialists
should endeavor to improve when developing new tools (language in context, the
importance of specialized terminology, etc.). Furthermore, receiving feedback from linguists
working with NMT systems is also essential for the implementation of more sophisticated
automatic metrics suitable for the evaluation of more recent MT tools. As a future research
direction, we propose to tackle the capacity of LLMs for post editing and using them to
provide specific purpose-based analogies.
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5 Limitations:

We admit that this study is far from complete from various aspects; in order to make it more
reliable:

» Coverage of Test Data: Currently, we randomly selected our samples from each test set for
evaluation due to the lack of reliable translation equivalences that has been long adopted
the culture difference and language nuances. Therefore, we still report the current results
with references we found with the highest level of equivalence. Furthermore, the size of our
data set is small, because we aimed to make the human evaluation process consistent, and
we did not want to make the process tedious; If we could access more multilingual data,
linguists and translators with similar backgrounds in our language direction, who could
collaborate on designing an error analogy pattern, the results could have been even more in
detail. It would also be relevant to extend this study to different text genres in order to
verify whether it would show similar results.

» The same goes for the linguistic combination. This research project only focused on the
English-Russian-Persian language pairs; It would therefore be relevant to evaluate the same
experiment for more distant languages and more diverse combinations. This could help to
identify the strengths and weaknesses of our models, for other language pairs, in addition to
the ones that were studied. The conclusion of this study should be taken in this context and
not generalized to other languages without further evaluation.

¢ We conducted our evaluation using only reliable test sets and baselines. While a more
comprehensive evaluation is needed to be taken on our directions, we should be cautious
about drawing conclusions from low quality test sets or baselines which are usually
dominating the research results for low resource languages.

* By querying and prompting our selected LLMs multiple times, we found that the results of
the same query may vary across multiple trials, which brings randomness to the evaluation
results. For better reliable results, it is best to repeat the translation multiple times for each
test set and report the average result.

 Evaluation Metrics: The results here are calculated by automatic metrics with single
references, which may not convey some characteristics of translation properly. Therefore,
our human evaluation provides more insights for our desired comparison.

* We established a typology as our methodology for human evaluation, which enables us to
analyze linguistics and translation aspects as far as needed; Beyond this point, establishing a
new error typology makes the experiment hardly reproducible and incomparable to other
previously experimented typologies. Therefore, it is a good idea to consider previously
tested typologies, directions, and experimental settings. We recommend that readers
consider the overall evaluations as a whole, rather than relying solely on a specific metric, to
better understand the quality of LLMs’ MT capabilities.

In future work, we would like to experiment with more diverse prompting types and
techniques to further improve the performance of LLMs in MT, and conduct more in-depth
comparisons and discussions.
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