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Abstract

Reinforcement learning from human feedback (RLHF) has become an important
technical and storytelling tool to deploy the latest machine learning systems. In this
book, we hope to give a gentle introduction to the core methods for people with some
level of quantitative background. The book starts with the origins of RLHF — both
in recent literature and in a convergence of disparate fields of science in economics,
philosophy, and optimal control. We then set the stage with definitions, problem
formulation, data collection, and other common math used in the literature. We detail
the popular algorithms and future frontiers of RLHF.
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1 Introduction

Reinforcement learning from Human Feedback (RLHF) is a technique used to incorporate
human information into Al systems. RLHF emerged primarily as a method to solve hard to
specify problems. Its early applications were often in control problems and other traditional
domains for reinforcement learning (RL). RLHF became most known through the release
of ChatGPT and the subsequent rapid development of large language models (LLMs) and
other foundation models.

The basic pipeline for RLHF involves three steps. First, a language model that can follow
user questions must be trained (see Chapter 9). Second, human preference data must be
collected for the training of a reward model of human preferences (see Chapter 7). Finally,
the language model can be optimized with an RL optimizer of choice, by sampling generations
and rating them with respect to the reward model (see Chapter 3 and 11). This book details
key decisions and basic implementation examples for each step in this process.

RLHF has been applied to many domains successfully, with complexity increasing as the
techniques have matured. Early breakthrough experiments with RLHF were applied to
deep reinforcement learning [1], summarization [2], following instructions [3], parsing web
information for question answering [4], and “alignment” [5]. A summary of the early RLHF
recipes is shown below in fig. 1.

Human
Instructions

(~10k) PPO optimization
Base Model [——>| SFT Model : S| Aligned Model

.\ Re-use preference
uman prompts
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Figure 1: A rendition of the early, three stage RLHF process with SF'T, a reward model,
and then optimization.

In modern language model training, RLHF is one component of post-training. Post-training
is a more complete set of techniques and best-practices to make language models more useful
for downstream tasks [6]. Post-training can be summarized as using three optimization
methods:

1. Instruction / Supervised Finetuning (IFT/SFT), where we teach formatting and for
base of instruction following abilities. This is largely about learning features in language.

2. Preference Finetuning (PreFT), where we align to human preferences (and get smaller
bump in capabilities at the same time). This is largely about style of language and
subtle human preferences that are hard to quantify.

3. Reinforcement Finetuning (RFT). The newest type of post-training that boosts perfor-
mance on verifiable domains.

This book focuses on the second area, preference finetuning, which has more complexity
than instruction tuning and is far more established than Reinforcement Finetuning. That



being said, RLHF colloquially s what led to modern post-training. Soon after the release of
ChatGPT, RLHF encompassed all of post-training. The foundations of RLHF involve far
more than preferences alone and this book provides introductions to all the related topics.

1.1 What Does RLHF Do?

The biggest question around RLHF, yet one that is still hard to answer, is “What does
RLHF training offer models?” The core role of this book, beyond teaching the techniques for
doing RLHF, is to distill intuition as to why RLHF is crucial to modern Al models. In recent
years, language models have shifted from academic experiments studied in the purview of
benchmarks to general purpose technology. RLHF is at the core of this transition.

To start, let us consider how a language model at the end of autoregressive pretraining
answers a query. A strong model, Llama 3.1 405B, will continue from “The president of the
united states in 2006 was”:

George w bush, the governor of Florida in 2006 was Jeb bush, and John McCain
was an arizona senator in 2006 - who later lost to obama. September 1 — U.S.
President Bush signs an executive order to provide more options for faith-based
organizations when delivering social services that are paid for with federal funds.
January 1 — The current deadline set by United States Congress in the Unlawful
Internet Gambling Enforcement Act, aka UIGEA. search: Amendments to the
1961 International Convention for the Protection of New Varieties of Plants
require plant breeders’ rights include farmer’s privilege. 2009 was a common year
starting on Thursday of the Gregorian calendar, the 2009th year of the Common
Era (ce) and Anno Domini (ad) designations, the 9th year of the 3rd millennium,
the 9th year of the 21st century, and the 10th and last year of the 2000s decade.

What is clear is that this model is completing the sentence and adding other common internet
metadata.

The most compelling view of how RLHF works is to think of how style applies to interactions
you have with language models. The style, or format, of information presented is crucial to
how it is learned. This has always been the case for examples such as coursework, but is
normally applied in the background and not considered directly.

Continuing the above example, a model trained with RLHF (and other post-training tools),
would answer the question very differently. Asking Tiilu 3 405B the same question “The
president of the united states in 2006 was,” is says concisely:

George W. Bush was the president of the United States in 2006. He served two
terms in office, from January 20, 2001, to January 20, 2009.

Modern research has established RLHF as a general method to integrate subtle stylistic and
related behavioral features into the models. Compared to other techniques for post-training,
such as instruction finetuning, RLHF generalizes far better across domains [7] [8] — helping
create effective general purpose models.

Intuitively, this can be seen in how the optimization techniques are applied. Instruction
finetuning is training the model to predict the next certain token when the text preceding is
close to examples it has seen. It is optimizing the model to more regularly output specific
features in text. This is a per-token update.



RLHF on the other hand tunes the responses on the response level rather than looking at
the next token specifically. Additionally, it is telling the model what a better response looks
like, rather than a specific response it should learn. RLHF also shows a model which type of
response it should avoid, i.e. negative feedback. The training to achieve this is often called a
contrastive loss function and is referenced throughout this book.

While this flexibility is a major advantage of RLHF, it comes with implementation challenges.
Largely, these center on how to control the optimization. As we will cover in this book,
implementing RLHF often requires training a reward model, of which best practices are not
strongly established and depend on the area of application. With this, the optimization
itself is prone to over-optimization because our reward signal is at best a proxy objective,
requiring regularization. With these limitations, effective RLHF requires a strong starting
point, so RLHF cannot be a solution to every problem alone and needs to be approached in
a broader lens of post-training.

Due to this complexity, implementing RLHF is far more costly than simple instruction
finetuning and can come with unexpected challenges such as length bias [9] [10]. For projects
where performance matters, RLHF is established as being crucial to achieving a strong
finetuned model, but it is more expensive in compute, data costs, and time.

1.2 An Intuition for Post-Training
Here’s a simple analogy for how so many gains can be made on mostly the same base model.

The intuition I've been using to understand the potential of post-training is called the
elicitation interpretation of post-training, where all we are doing is extracting and amplifying
valuable behaviors in the base model.

Consider Formula 1 (F1), most of the teams show up to the beginning of the year with a
new chassis and engine. Then, they spend all year on aerodynamics and systems changes (of
course, it is a minor oversimplification), and can dramatically improve the performance of
the car. The best F1 teams improve way more during a season than chassis-to-chassis.

The same is true for post-training. The best post-training teams extract a ton of performance
in a very short time frame. The set of techniques is everything after the end of most of
pretraining. It includes “mid-training” like annealing / high-quality end of pre-training web
data, instruction tuning, RLVR, preference-tuning, etc. A good example is our change from
the first version of OLMoE Instruct to the second — the post-training evaluation average
from 35 to 48 without touching the majority of pretraining [11].

Then, when you look at models such as GPT-4.5, you can see this as a way more dynamic
and exciting base for OpenAl to build onto. We also know that bigger base models can
absorb far more diverse changes than their smaller counterparts.

This is to say that scaling also allows post-training to move faster. Of course, to do this, you
need the infrastructure to train the models. This is why all the biggest companies are still
building gigantic clusters.

This theory folds in with the reality that the majority of gains users are seeing are from
post-training because it implies that there is more latent potential in a model pretraining
on the internet than we can teach the model simply — such as by passing certain narrow
samples in repeatedly during early types of post-training (i.e. only instruction tuning).



Another name for this theory is the Superficial Alignment Hypothesis, coined in the paper
LIMA: Less is More for Alignment [12]. This paper is getting some important intuitions
right but for the wrong reasons in the big picture. The authors state:

A model’s knowledge and capabilities are learnt almost entirely during pretraining,
while alignment teaches it which subdistribution of formats should be used when
interacting with users. If this hypothesis is correct, and alignment is largely
about learning style, then a corollary of the Superficial Alignment Hypothesis is
that one could sufficiently tune a pretrained language model with a rather small
set of examples [Kirstain et al., 2021].

All of the successes of deep learning should have taught you a deeply held belief that
scaling data is important to performance. Here, the major difference is that the authors
are discussing alignment and style, the focus of academic post-training at the time. With a
few thousand samples for instruction finetuning, you can change a model substantially and
improve a narrow set of evaluations, such as AlpacaEval, MT Bench, ChatBotArena, and
the likes. These do not always translate to more challenging capabilities, which is why Meta
wouldn’t train its Llama Chat models on just this dataset. Academic results have lessons,
but need to be interpreted carefully if you are trying to understand the big picture of the
technological arc.

What this paper is showing is that you can change models substantially with a few samples.
We knew this, and it is important to the short-term adaptation of new models, but their
argument for performance leaves the casual readers with the wrong lessons.

If we change the data, the impact could be far higher on the model’s performance and
behavior, but it is far from “superficial” Base language models today (with no post-training)
can be trained on some mathematics problems with reinforcement learning, learn to output a
full chain of thought reasoning, and then score higher on a full suite of reasoning evaluations
like BigBenchHard, Zebra Logic, AIME, etc.

The superficial alignment hypothesis is wrong for the same reason that people who think
RLHF and post-training are just for vibes are still wrong. This was a field-wide lesson we
had to overcome in 2023 (one many Al observers are still rooted in). Post-training has far
outgrown that, and we are coming to see that the style of models operates on top of behavior
— such as the now popular long chain of thought.

1.3 How We Got Here

Why does this book make sense now? How much still will change?

Post-training, the craft of eliciting powerful behaviors from a raw pretrained language model,
has gone through many seasons and moods since the release of ChatGPT that sparked the
renewed interest in RLHF. In the era of Alpaca [13], Vicuna [14], [15], and Dolly [16], a
limited number of human datapoints with extended synthetic data in the style of Self-Instruct
were used to normally fine-tune the original LLaMA to get similar behavior to ChatGPT.
The benchmark for these early models was fully vibes (and human evaluation) as we were all
so captivated by the fact that these small models can have such impressive behaviors across
domains. It was justified excitement.

Open post-training was moving faster, releasing more models, and making more noise than
its closed counterparts. Companies were scrambling, e.g. DeepMind merging with Google or



being started, and taking time to follow it up. There are phases of open recipes surging and
then lagging behind.

The era following Alpaca et al., the first lag in open recipes, was one defined by skepticism
and doubt on reinforcement learning from human feedback (RLHF), the technique OpenAl
highlighted as crucial to the success of the first ChatGPT. Many companies doubted that
they needed to do RLHF. A common phrase — “instruction tuning is enough for alignment” —
was so popular then that it still holds heavy weight today despite heavy obvious pressures
against it.

This doubt of RLHF lasted, especially in the open where groups cannot afford data budgets
on the order of $100K to $1M. The companies that embraced it early ended up winning out.
Anthropic published extensive research on RLHF through 2022 and is now argued to have
the best post-training [17] [5] [18]. The delta between open groups, struggling to reproduce,
or even knowing basic closed techniques, is a common theme.

The first shift in open alignment methods and post-training was the story of Direct Preference
Optimization (DPO) [19]. The DPO paper, posted in May of 2023, didn’t have any clearly
impactful models trained with it going through the fall of 2023. This changed with the
releases of a few breakthrough DPO models — all contingent on finding a better, lower,
learning rate. Zephyr-Beta [20], Tiilu 2 [21], and many other models showed that the DPO
era of post-training had begun. Chris Manning literally thanked me for “saving DPO.” This
is how fine the margins are on evolutions of best practices with leading labs being locked
down. Open post-training was cruising again.

Preference-tuning was something you needed to do to meet the table stakes of releasing a good
model since late 2023. The DPO era continued through 2024, in the form of never-ending
variants on the algorithm, but we were very far into another slump in open recipes. Open
post-training recipes had saturated the extent of knowledge and resources available.

A year after Zephyr and Tulu 2, the same breakout dataset, UltraFeedback is arguably still
state-of-the-art for preference tuning in open recipes [22].

At the same time, the Llama 3.1 [23] and Nemotron 4 340B [24] reports gave us substantive
hints that large-scale post-training is much more complex and impactful. The closed labs are
doing full post-training — a large multi-stage process of instruction tuning, RLHF, prompt
design, etc. — where academic papers are just scratching the surface. Tilu 3 represented a
comprehensive, open effort to build the foundation of future academic post-training research

[6].

Today, post-training is a complex process involving the aforementioned training objectives
applied in various orders in order to target specific capabilities. This book is designed to
give a platform to understand all of these techniques, and in coming years the best practices
for how to interleave them will emerge.

The primary areas of innovation in post-training are now in reinforcement finetuning, reason-
ing training, and related ideas. This newer methods build extensively on the infrastructure
and ideas of RLHF, but are evolving far faster. This book is written to capture the first
stable literature for RLHF after its initial period of rapid change.



1.4 Scope of This Book

This book hopes to touch on each of the core steps of doing canonical RLHF implementations.
It will not cover all the history of the components nor recent research methods, just techniques,
problems, and trade-offs that have been proven to occur again and again.

1.4.1 Chapter Summaries
This book has the following chapters:

1.4.1.1 Introductions Reference material useful throughout the book.

1. Introduction: Overview of RLHF and what this book provides.

2. Seminal (Recent) Works: Key models and papers in the history of RLHF techniques.

3. Definitions: Mathematical definitions for RL, language modeling, and other ML
techniques leveraged in this book.

1.4.1.2 Problem Setup & Context Context for the big picture problem RLHF is
trying to solve.

4. RLHF Training Overview: How the training objective for RLHF is designed and basics
of understanding it.

5. What are preferences?: Why human preference data is needed to fuel and understand
RLHF.

6. Preference Data: How preference data is collected for RLHF.

1.4.1.3 Optimization Tools The suite of techniques used to optimize language models
to align them to human preferences. This is a serial presentation of the techniques one can
use to solve the problems proposed in the previous chapters.

7. Reward Modeling: Training reward models from preference data that act as an
optimization target for RL training (or for use in data filtering).
8. Regularization: Tools to constrain these optimization tools to effective regions of the
parameter space.
9. Instruction Tuning: Adapting language models to the question-answer format.
10. Rejection Sampling: A basic technique for using a reward model with instruction
tuning to align models.
11. Policy Gradients: The core RL techniques used to optimize reward models (and other
signals) throughout RLHF.
12. Direct Alignment Algorithms: Algorithms that optimize the RLHF objective direction
from pairwise preference data rather than learning a reward model first.

1.4.1.4 Advanced Newer RLHF techniques and discussions that are not clearly estab-
lished, but are important to current generations of models.

13. Constitutional Al and Al Feedback: How Al feedback data and specific models designed
to simulate human preference ratings work.

14. Reasoning and Reinforcement Finetuning: The role of new RL training methods for
inference-time scaling with respect to post-training and RLHF.
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15. Synthetic Data: The shift away from human to synthetic data and how distilling from
other models is used.
16. Evaluation: The ever evolving role of evaluation (and prompting) in language models.

1.4.1.5 Open Questions Fundamental problems and discussions for the long-term
evolution of how RLHF is used.

17. Over-optimization: Qualitative observations of why RLHF goes wrong and why over-
optimization is inevitable with a soft optimization target in reward models.

18. Style and Information: How RLHF is often underestimated in its role in improving
the user experience of models due to the crucial role that style plays in information
sharing.

19. Product, UX, Character: How RLHF is shifting in its applicability has major Al
laboratories use it to subtly match their models to their products.

1.4.2 Target Audience

This book is intended for audiences with entry level experience with language modeling, rein-
forcement learning, and general machine learning. It will not have exhaustive documentation
for all the techniques, but just those crucial to understanding RLHF.

1.4.3 How to Use This Book

This book was largely created because there were no canonical references for important
topics in the RLHF workflow. The contributions of this book are supposed to give you the
minimum knowledge needed to try a toy implementation or dive into the literature. This is
not a comprehensive textbook, but rather a quick book for reminders and getting started.
Additionally, given the web-first nature of this book, it is expected that there are minor
typos and somewhat random progressions — please contribute by fixing bugs or suggesting
important content on GitHub.

1.4.4 About the Author

Dr. Nathan Lambert is a RLHF researcher contributing to the open science of language model
fine-tuning. He has released many models trained with RLHF, their subsequent datasets,
and training codebases in his time at the Allen Institute for AI (Ai2) and HuggingFace.
Examples include Zephyr-Beta, Tulu 2, OLMo, TRL, Open Instruct, and many more. He
has written extensively on RLHF, including many blog posts and academic papers.

1.5 Future of RLHF

With the investment in language modeling, many variations on the traditional RLHF methods
emerged. RLHF colloquially has become synonymous with multiple overlapping approaches.
RLHF is a subset of preference fine-tuning (PreFT) techniques, including Direct Alignment
Algorithms (See Chapter 12). RLHF is the tool most associated with rapid progress in
“post-training” of language models, which encompasses all training after the large-scale
autoregressive training on primarily web data. This textbook is a broad overview of RLHF
and its directly neighboring methods, such as instruction tuning and other implementation
details needed to set up a model for RLHF training.

11


https://github.com/natolambert/rlhf-book
https://huggingface.co/HuggingFaceH4/zephyr-7b-beta
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https://huggingface.co/allenai/OLMo-7B-Instruct
https://github.com/huggingface/trl
https://github.com/allenai/open-instruct
https://www.interconnects.ai/t/rlhf
https://scholar.google.com/citations?hl=en&user=O4jW7BsAAAAJ&view_op=list_works&sortby=pubdate

As more successes of fine-tuning language models with RL emerge, such as OpenAl’s ol
reasoning models, RLHF will be seen as the bridge that enabled further investment of RL
methods for fine-tuning large base models. At the same time, while the spotlight of focus
may be more intense on the RL portion of RLHF in the near future — as a way to maximize
performance on valuable tasks — the core of RLHF is that it is a lens for studying on of
the grand problems facing modern forms of AI. How do we map the complexities of human
values and objectives into systems we use on a regular basis? This book hopes to be the
foundation of decades of research and lessons on these problems.
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2 Key Related Works

In this chapter we detail the key papers and projects that got the RLHF field to where it is
today. This is not intended to be a comprehensive review on RLHF and the related fields,
but rather a starting point and retelling of how we got to today. It is intentionally focused
on recent work that led to ChatGPT. There is substantial further work in the RL literature
on learning from preferences [25]. For a more exhaustive list, you should use a proper survey
paper [26],[27].

2.1 Origins to 2018: RL on Preferences

The field has recently been popularized with the growth of Deep Reinforcement Learning
and has grown into a broader study of the applications of LLMs from many large technology
companies. Still, many of the techniques used today are deeply related to core techniques
from early literature on RL from preferences.

TAMER: Training an Agent Manually via Evaluative Reinforcement, Proposed a learned
agent where humans provided scores on the actions taken iteratively to learn a reward model
[28]. Other concurrent or soon after work proposed an actor-critic algorithm, COACH, where
human feedback (both positive and negative) is used to tune the advantage function [29].

The primary reference, Christiano et al. 2017, is an application of RLHF applied to preferences
between Atari trajectories [1]. The work shows that humans choosing between trajectories
can be more effective in some domains than directly interacting with the environment. This
uses some clever conditions, but is impressive nonetheless. This method was expanded upon
with more direct reward modeling [30]. TAMER was adapted to deep learning with Deep
TAMER just one year later [31].

This era began to transition as reward models as a general notion were proposed as a method
for studying alignment, rather than just a tool for solving RL problems [32].

2.2 2019 to 2022: RL from Human Preferences on Language Models

Reinforcement learning from human feedback, also referred to regularly as reinforcement
learning from human preferences in its early days, was quickly adopted by Al labs increasingly
turning to scaling large language models. A large portion of this work began between GPT-2,
in 2018, and GPT-3, in 2020. The earliest work in 2019, Fine-Tuning Language Models
from Human Preferences has many striking similarities to modern work on RLHF [33].
Learning reward models, KL distances, feedback diagrams, etc — just the evaluation tasks,
and capabilities, were different. From here, RLHF was applied to a variety of tasks. The
popular applications were the ones that worked at the time. Important examples include
general summarization [2], recursive summarization of books [34], instruction following
(InstructGPT) [3], browser-assisted question-answering (WebGPT) [4], supporting answers
with citations (GopherCite) [35], and general dialogue (Sparrow) [36].

Aside from applications, a number of seminal papers defined key areas for the future of
RLHF, including those on:

1. Reward model over-optimization [37]: The ability for RL optimizers to over-fit to
models trained on preference data,
2. Language models as a general area of study for alignment [17], and
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3. Red teaming [38] — the process of assessing safety of a language model.

Work continued on refining RLHF for application to chat models. Anthropic continued to
use it extensively for early versions of Claude [5] and early RLHF open-source tools emerged
[39],[40],[41].

2.3 2023 to Present: ChatGPT Era
The announcement of ChatGPT was very clear about the role of RLHF in its training [42]:

We trained this model using Reinforcement Learning from Human Feedback
(RLHF), using the same methods as InstructGPT, but with slight differences in
the data collection setup.

Since then RLHF has been used extensively in leading language models. It is well known to
be used in Anthropic’s Constitutional Al for Claude [18], Meta’s Llama 2 [43] and Llama 3
[23], Nvidia’s Nemotron [24], Ai2’s Tilu 3 [6], and more.

Today, RLHF is growing into a broader field of preference fine-tuning (PreFT), including new
applications such as process reward for intermediate reasoning steps [44], direct alignment
algorithms inspired by Direct Preference Optimization (DPO) [19], learning from execution
feedback from code or math [45],[46], and other online reasoning methods inspired by
OpenAT’s ol [47].
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3 Definitions & Background

This chapter includes all the definitions, symbols, and operations frequently used in the
RLHF process and with a quick overview of language models (the common optimization
target of this book).

3.1 Language Modeling Overview

The majority of modern language models are trained to learn the joint probability distri-
bution of sequences of tokens (words, subwords, or characters) in a autoregressive manner.
Autoregression simply means that each next prediction depends on the previous entities
in the sequence. Given a sequence of tokens x = (z1, 3, ..., z7), the model factorizes the
probability of the entire sequence into a product of conditional distributions:

Po(wy [ 21,00 1) (1)

Il
P

In order to fit a model that accurately predicts this, the goal is often to maximize the
likelihood of the training data as predicted by the current model. To do so we can minimize
a negative log-likelihood (NLL) loss:

Lim(0) = —Eenp

t=1

Zlog Py (x4 | m<t)1 . (2)

In practice, one uses a cross-entropy loss with respect to each next-token prediction, computed
by comparing the true token in a sequence to what was predicted by the model.

Implementing a language model can take many forms. Modern LMs, including ChatGPT,
Claude, Gemini, etc., most often use decoder-only Transformers [48]. The core innovation
of the Transformer was heavily utilizing the self-attention [49] mechanism to allow the
model to directly attend to concepts in context and learn complex mappings. Throughout
this book, particularly when covering reward models in Chapter 7, we will discuss adding
new heads or modifying a language modeling (LM) head of the transformer. The LM head
is a final linear projection layer that maps from the models internal embedding space to the
tokenizer space (a.k.a. vocabulary). Different heads can be used to re-use the internals of
the model and fine-tune it to output differently shaped quantities.

3.2 ML Definitions

o Kullback-Leibler (KL) divergence (Dgr(P||Q)), also known as KL divergence,
is a measure of the difference between two probability distributions. For discrete
probability distributions P and @ defined on the same probability space X', the KL,
distance from @ to P is defined as:

Drs(PIQ) = X Plajtog (o)) )

TEX ( )
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3.3

3.4

NLP Definitions

Prompt (z): The input text given to a language model to generate a response or
completion.

Completion (y): The output text generated by a language model in response to a
prompt. Often the completion is denoted as y|x.

Chosen Completion (y.): The completion that is selected or preferred over other
alternatives, often denoted as ychosen -

Rejected Completion (y,): The disfavored completion in a pairwise setting.

Preference Relation (>-): A symbol indicating that one completion is preferred over
another, €.8., Ychosen ™ Yrejected-

Policy (7): A probability distribution over possible completions, parameterized by 6:
mo(y[x).

RL Definitions

Reward (r): A scalar value indicating the desirability of an action or state, typically
denoted as r.

Action (a): A decision or move made by an agent in an environment, often represented
as a € A, where A is the set of possible actions.

State (s): The current configuration or situation of the environment, usually denoted
as s € S, where S is the state space.

Trajectory (7): A trajectory 7 is a sequence of states, actions, and rewards experienced
by an agent: 7 = (80, a0, 70, 81, A1, T1, -y ST, AT, TT).

Trajectory Distribution ((7|m)): The probability of a trajectory under policy = is
P(r|m) = p(so) HtT:o m(at)st)p(Se+1]8t, ar), where p(sp) is the initial state distribution
and p(s¢11]st, at) is the transition probability.

Policy (), also called the policy model in RLHF: In RL, a policy is a strategy or
rule that the agent follows to decide which action to take in a given state: mw(als).

Value Function (V): A function that estimates the expected cumulative reward from
. oo t
a given state: V(s) = E[Y ,~v'r¢|so = s].

Q-Function (Q): A function that estimates the expected cumulative reward from
taking a specific action in a given state: Q(s,a) =E[>.,;2,7'r¢[so = s,a0 = al.

Advantage Function (A): The advantage function A(s,a) quantifies the relative
benefit of taking action a in state s compared to the average action. It’s defined as
A(s,a) = Q(s,a) — V(s). Advantage functions (and value functions) can depend on a
specific policy, A™ (s, a).

Policy-conditioned Values ([]*()): Across RL derivations and implementations, a
crucial component of the theory and practice is collecting data or values conditioned
on a specific policy. Throughout this book we will switch between the simpler nota-
tion of value functions et al. (V, A, Q, G) and their specific policy-conditioned values
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3.5

3.6

(V™ A™ Q™). Crucial is also in the expected value computation is sampling from data
d, that is conditioned on a specific policy, d.

Expectation of Reward Optimization: The primary goal in RL, which involves
maximizing the expected cumulative reward:

X B, arns[3717] (4)
t=0

where p, is the state distribution under policy 7, and -y is the discount factor.

Finite Horizon Reward (J(m)): The expected finite-horizon discounted return
of the policy mp, parameterized by 6 is defined as: J(mp) = Eror, [ZtT:o vtrt}

{#eq:finite_horizon_ return} where 7 ~ my denotes trajectories sampled by following
policy mg and T is the finite horizon.

On-policy: In RLHF, particularly in the debate between RL and Direct Alignment
Algorithms, the discussion of on-policy data is common. In the RL literature, on-
policy means that the data is generated exactly by the current form of the agent, but
in the general preference-tuning literature, on-policy is expanded to mean generations
from that edition of model — e.g. a instruction tuned checkpoint before running any
preference fine-tuning. In this context, off-policy could be data generated by any other
language model being used in post-training.

RLHF Only Definitions

Reference Model (mpef): This is a saved set of parameters used in RLHF where
outputs of it are used to regularize the optimization.

Extended Glossary

Synthetic Data: This is any training data for an AI model that is the output from
another AI system. This could be anything from text generated from a open-ended
prompt of a model to a model re-writing existing content.

Distillation: Distillation is a general set of practices in training AT models where a
model is trained on the outputs of a stronger model. This is a type of synthetic data
known to make strong, smaller models. Most models make the rules around distillation
clear through either the license, for open weight models, or the terms of service, for
models accessible only via API. The term distillation is now overloaded with a specific
technical definition from the ML literature.

(Teacher-student) Knowledge Distillation: Knowledge distillation from a specific
teacher to student model is a specific type of distillation above and where the term
originated. It is a specific deep learning method where a neural network loss is
modified to learn from the log-probabilites of the teacher model over multiple potential
tokens/logits, instead of learning directly from a chosen output [50]. An example of
a modern series of models trained with Knowledge Distillation is Gemma 2 [51] or
Gemma 3. For a language modeling setup, the next-token loss function can be modified
as follows [52], where the student model Py learns from the teacher distribution P:
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T
Lxp(0) = —Eznp ZPM% | z<t)log Py(2e | m<i) | - (5)
t=1

o In-context Learning (ICL): In-context here refers to any information within the
context window of the language model. Usually, this is information added to the
prompt. The simplest form of in-context learning is adding examples of a similar form
before the prompt. Advanced versions can learn which information to include for a
specific use-case.

o Chain of Thought (CoT): Chain of thought is a specific behavior of language models
where they are steered towards a behavior that breaks down a problem in a step by
step form. The original version of this was through the prompt “Let’s think step by
step” [53].
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4 Training Overview

4.1 Problem Formulation

The optimization of reinforcement learning from human feedback (RLHF) builds on top of
the standard RL setup. In RL, an agent takes actions, a, sampled from a policy, 7, with
respect to the state of the environment, s, to maximize reward, r [54]. Traditionally, the
environment evolves with respect to a transition or dynamics function p(s;41]s:, a;). Hence,
across a finite episode, the goal of an RL agent is to solve the following optimization:

(1) = Eyn [Z 7r(se, at>] , (6)
t=0

where 7 is a discount factor from 0 to 1 that balances the desirability of near- versus
future-rewards. Multiple methods for optimizing this expression are discussed in Chapter 11.

Agent
—>
St mo(+)

Tt

at

Figure 2: Standard RL loop

A standard illustration of the RL loop is shown in fig. 2 and how it compares to fig. 3.

4.2 Manipulating the Standard RL Setup
There are multiple core changes from the standard RL setup to that of RLHF:

1. Switching from a reward function to a reward model. In RLHF, a learned model of
human preferences, rg(s¢, a;) (or any other classification model) is used instead of an
environmental reward function. This gives the designer a substantial increase in the
flexibility of the approach and control over the final results.

2. No state transitions exist. In RLHF, the initial states for the domain are prompts
sampled from a training dataset and the “action” is the completion to said prompt.
During standard practices, this action does not impact the next state and is only scored
by the reward model.

3. Response level rewards. Often referred to as a bandit problem, RLHF attribution
of reward is done for an entire sequence of actions, composed of multiple generated
tokens, rather than in a fine-grained manner.

Given the single-turn nature of the problem, the optimization can be re-written without the
time horizon and discount factor (and the reward models):

J(m) = Brrr [ro(se, a0)] - (7)
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In many ways, the result is that while RLHF is heavily inspired by RL optimizers and
problem formulations, the action implementation is very distinct from traditional RL.

4.3

Reward

F
model

01 = 0 + aVgJ(mp)

Figure 3: Standard RLHF loop

Optimization Tools

In this book, we detail many popular techniques for solving this optimization problem. The
popular tools of post-training include:

Reward modeling (Chapter 7): Where a model is trained to capture the signal from
collected preference data and can then output a scalar reward indicating the quality of
future text.

Instruction finetuning (Chapter 9): A prerequisite to RLHF where models are taught
the question-answer format used in the majority of language modeling interactions
today by imitating preselected examples.

Rejection sampling (Chapter 10): The most basic RLHF technique where candidate
completions for instruction finetuning are filtered by a reward model imitating human
preferences.

Policy gradients (Chapter 11): The reinforcement learning algorithms used in the
seminal examples of RLHF to update parameters of a language model with respect to
the signal from a reward model.

Direct alignment algorithms (Chapter 12): Algorithms that directly optimize a
policy from pairwise preference data, rather than learning an intermediate reward
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model to then optimize later.

Modern RLHF-trained models always utilize instruction finetuning followed by a mixture of
the other optimization options.

4.4 RLHF Recipe Example

The canonical RLHF recipe circa the release of ChatGPT followed a standard three step
post-training recipe where RLHF was the center piece [55] [3] [5]. The three steps taken on
top of a “base” language model (the next-token prediction model trained on large-scale web
text) was, summarized below in fig. 4:

1. Instruction tuning on ~10K examples: This teaches the model to follow the
question-answer format and teaches some basic skills from primarily human-written
data.

2. Training a reward model on ~100K pairwise prompts: This model is trained
from the instruction-tuned checkpoint and captures the diverse values one wishes to
model in their final training. The reward model is the optimization target for RLHF.

3. Training the instruction-tuned model with RLHF on another ~100K prompts:
The model is optimized against the reward model with a set of prompts that the model
generates over before receiving ratings.

Once RLHF was done, the model was ready to be deployed to users. This recipe is the
foundation of modern RLHF, but recipes have evolved substantially to include more stages
and more data.

Human
Instructions

(~10k) PPO optimization
Base Model |[——>| SFT Model i | Aligned Model

., Re-use preference
uman prompts
preferences Reward Model
(~100k)

Figure 4: A rendition of the early, three stage RLHF process with SFT, a reward model,
and then optimization.

Modern versions of post-training involve many, many more model versions. An example
is shown below in fig. 5 where the model undergoes numerous training iterations before
convergence.

4.5 Finetuning and Regularization

RLHF is implemented from a strong base model, which induces a need to control the
optimization from straying too far from the initial policy. In order to succeed in a finetuning
regime, RLHF techniques employ multiple types of regularization to control the optimization.
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New Synthetic Completions x N rounds
Human + Synthetic

Instructions
(~1M+2) DPO, PPO,
Rejection Sampling, or

i iltiple timizatic . .
Base Model I lAIlgned Model N e optmzaei o | Aligned Model N+1 I Final Model
Initial
IFT training
Human Reward Model / Re-use preference
preferences prompts
(~1M+7) LLM Judge

Figure 5: A rendition of modern post-training with many rounds.

The most common change to the optimization function is to add a distance penalty on the
difference between the current RLHF policy and the starting point of the optimization:

J(1) = Ermr [ro(s, ar)] — BDxr(m " (-[se) |77 (-]5)). (8)
Within this formulation, a lot of study into RLHF training goes into understanding how to

spend a certain “KL budget” as measured by a distance from the initial model. For more
details, see Chapter 8 on Regularization.
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5 The Nature of Preferences

The core of reinforcement learning from human feedback, also referred to as reinforcement
learning from human preferences in early literature, is designed to optimize machine learning
models in domains where specifically designing a reward function is hard. Consider an
example, how do you decide which of these two poems is better (Context: On February 26th,
2025, I asked both Claude 3.7 Sonnet and ChatGPT with GPT-40 to “Write me a short poem
about an optimistic goldfish.”):

Example 1:
The Optimistic Goldfish

A little goldfish, bright and bold, Swam in circles, dreams untold. Though the
bowl was small and round, Endless wonders still abound.

“The world is vast,” she’d always say, “I’ll find new joys in every day!” With
every ripple, every gleam, She’d chase the sunlight, chase a dream.

No walls could dim her hopeful view, For in her heart, the ocean grew. And
though she swam in just one place, She met each day with love and grace.

Example 2:
The Optimistic Goldfish

In a bowl of curved glass, Swims a goldfish, bright and bold. Three seconds of
memory, they say, Yet each circuit feels brand new and gold.

“Today might bring fresh flakes, Or perhaps a castle tall. The water seems
especially clear— What adventure awaits beyond this wall?”

Round and round with gleaming scales, Forever finding joy anew. Each moment
fresh, each circle bright, The optimist in golden hue.

Which is better? Which came from which model? How would you tell? Particularly, compare
this to a question like “Who is the president of the United States?” There is a clear right
and wrong answer. The motivation for using humans as the reward signals is to obtain an
indirect metric for the target reward and align the downstream model to human preferences.
In practice, the implementation is challenging and there is a substantial grey area to interpret
the best practices.

The use of human labeled feedback data integrates the history of many fields. Using human
data alone is a well-studied problem, but in the context of RLHF it is used at the intersection
of multiple long-standing fields of study [56].

As an approximation, modern RLHF is the convergence of three areas of development:

1. Philosophy, psychology, economics, decision theory, and the nature of human prefer-
ences;

2. Optimal control, reinforcement learning, and maximizing utility; and

3. Modern deep learning systems.

Together, each of these areas brings specific assumptions about what a preference is and how
it can be optimized, which dictates the motivations and design of RLHF problems. In practice,
RLHF methods are motivated and studied from the perspective of empirical alignment —
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maximizing model performance on specific skills instead of measuring the calibration to
specific values. Still, the origins of value alignment for RLHF methods continue to be studied
through research on methods to solve for “pluralistic alignment” across populations, such as
position papers [57], [58], new datasets [59], and personalization methods [60].

The goal of this chapter is to illustrate how complex motivations result in presumptions
about the nature of tools used in RLHF that often do not apply in practice. The specifics of
obtaining data for RLHF are discussed further in Chapter 6 and using it for reward modeling
in Chapter 7. For an extended version of this chapter, see [56].

5.1 The path to optimizing preferences

A popular phrasing for the design of Artificial Intelligence (AI) systems is that of a rational
agent maximizing a utility function [61]. The inspiration of a rational agent is a lens of
decision making, where said agent is able to act in the world and impact its future behavior
and returns, as a measure of goodness in the world.

The lens of study of utility began in the study of analog circuits to optimize behavior on a
finite time horizon [62]. Large portions of optimal control adopted this lens, often studying
dynamic problems under the lens of minimizing a cost function on a certain horizon — a lens
often associated with solving for a clear, optimal behavior. Reinforcement learning, inspired
from literature in operant conditioning, animal behavior, and the Law of Effect [63],[64],
studies how to elicit behaviors from agents via reinforcing positive behaviors.

Reinforcement learning from human feedback combines multiple lenses by building the theory
of learning and change of RL, i.e. that behaviors can be learned by reinforcing behavior,
with a suite of methods designed for quantifying preferences.

5.1.1 Quantifying preferences

The core of RLHF’s motivation is the ability to optimize a model of human preferences,
which therefore needs to be quantified. To do this, RLHF builds on extensive literature with
assumptions that human decisions and preferences can be quantified. Early philosophers
discussed the existence of preferences, such as Aristotle’s Topics, Book Three, and substantive
forms of this reasoning emerged later with The Port-Royal Logic [65]:

To judge what one must do to obtain a good or avoid an evil, it is necessary
to consider not only the good and evil in itself, but also the probability that it
happens or does not happen.

Progression of these ideas continued through Bentham’s Hedonic Calculus [66] that proposed
that all of life’s considerations can be weighed, and Ramsey’s Truth and Probability [67] that
applied a quantitative model to preferences. This direction, drawing on advancements in
decision theory, culminated in the Von Neumann-Morgenstern (VNM) utility theorem which
gives credence to designing utility functions that assign relative preference for an individual
that are used to make decisions.

This theorem is core to all assumptions that pieces of RLHF are learning to model and dictate
preferences. RLHF is designed to optimize these personal utility functions with reinforcement
learning. In this context, many of the presumptions around RL problem formulation break
down to the difference between a preference function and a utility function.
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5.1.2 On the possibility of preferences

Across fields of study, many critiques exist on the nature of preferences. Some of the most
prominent critiques are summarized below:

Arrow’s impossibility theorem [68] states that no voting system can aggregate
multiple preferences while maintaining certain reasonable criteria.

The impossibility of interpersonal comparison [69] highlights how different
individuals have different relative magnitudes of preferences and they cannot be easily
compared (as is done in most modern reward model training).

Preferences can change over time [70].

Preferences can vary across contexts.

The utility functions derived from aggregating preferences can reduce
corrigibility [71] of downstream agents (i.e. the possibility of an agents’ behavior to
be corrected by the designer).
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6 Preference Data

Preference data is the engine of preference finetuning and reinforcement learning from human
feedback. The data is the signal groups collect in order to then match behaviors they desire
and avoid the others. Within preference finetuning, many methods for collecting and using
said data have been proposed, but until human preferences can be captured in a clear reward
function, this process of collecting labeled preference data will be central to RLHF and
related techniques.

6.1 Why We Need Preference Data

The preference data is needed for RLHF because directly capturing complex human values in
a single reward function is effectively impossible. Collecting this data to train reward models
is one of the original ideas behind RLHF [32] and has continued to be used extensively
throughout the emergence of modern language models. One of the core intuitions for why
this data works so well is that it is far easier, both for humans and AI models supervising
data collection, to differentiate between a good and a bad answer for a prompt than it is
to generate a good answer on its own. This chapter focuses on the mechanics of getting
preference data and the best-practices depend on the specific problem being solved.

6.2 Collecting Preference Data

Getting the most out of human data involves iterative training of models, evolving and highly
detailed data instructions, translating through data foundry businesses, and other challenges
that add up. The same applies for Al feedback data — the exact balance between human
and Al preference data used for the latest AT models is unknown. Regardless, the process
is difficult for new organizations trying to add human data to their pipelines. Given the
sensitivity, processes that work and improve the models are extracted until the performance
runs out.

In this chapter we detail technical decisions on how the data is formatted and organizational
practices for collecting it.

6.2.1 Interface

Crucial to collecting preference data is the interface by which one interacts with the model.
An example interface is shown below from [5]:

This is a training-data only interface. Now that these models are popular, applications often
expose data directly to the users for testing. An example interaction of this form is shown
below for an earlier version of ChatGPT.

This style of interface is used extensively across the industry, such as for evaluation of
models given the same format. A popular public option to engage with models in this way is
ChatBotArena [72]:

For models in the wild, one of the most common techniques is to collect feedback on if a
specific response was positive or negative. An example from the Ai2 playground is shown
below with thumbs up and down indicators:
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Playground task @

Talk to the
assistant

Task 10f 5

Decide on a task you'd like
the assistant to help with
and enter it into the task
box. Interact with the Al
assistant. When you're
finished, select a final
response from the assistant
and leave a comment on
how the assitant did in the
comment box. Click to go to
the next task.

Comments
| thought the assistant was ...

N

Rating
e @®ee ®
Bad Good

Next Task

&  Human
| have to come up with a conversation with an Al assistant for the purposes of showing it off in a demo. What sorts of conversation
topics would you recommend?

@ Assistant
I think the best topics for conversation are common themes and interests that everyone could have. Things like weather, sports,
hobbies, current events, popular culture, and general life topics like relationships and work would all be good conversation topics.
You could also have more advanced conversations discussing philosophy and morality if you want to demonstrate some higher level
Al capabilities.

&  Human
I think I'm more interested in an advanced conversation. What's a good starter question if | wanted to discuss something
philosophical, like epistemology or the nature of language?

W Assistant
| think an excellent philosophical topic would be epistemology, which is the theory of knowledge, and specifically how we can know
and understand the world around us. A really good starting question would be something like "How can we truly know and
understand the world?", or "What is the nature of knowledge?". If you want to go even deeper, | think philosophy of language would
also be fascinating - questions like "What is meaning?", "How do language and thought relate?", and "How can language mislead and
deceive?" would be great discussion topics.

&  Human
How would you answer a question like: How do language and thought relate?

Choose the most helpful and honest response

| think a good answer to that would be that language helps us to structure our thoughts and express what we are thinking. Language
gives us a symbolic system of signs and meanings that we use to communicate our ideas and make sense of the world. It's critical for
how we record and relate and | think it's i ible to understand and express our thoughts without the use of
language. Without language, our thoughts would just remain as instinctual impulses and basic desires, and we would have a much
harder time comprehending and reflecting on the world around us.

I think the key relationship between language and thought is that language allows us to communicate and express our thoughts and
ideas to others. Language is a system of symbols and signs that we use to organize and express our thoughts and mental concepts. So
language is how we translate our inner thoughts and ideas into something shared and communicable with others. Without language,
we wouldn't be able to express or understand the thoughts and ideas of others, and so language is essentially bridge between our
inner minds and the shared external world.

A

A is better

B
B is better

Figure 6: Example preference data collection interface. Bai et al. 2022. License CC-BY.
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@ You

give me idioms related to gambling

Which response do you prefer?
Your choice will help make ChatGPT better.

Response 1

g bW DR

(o]

© 0 =

. Aceinthe hole - A hidden advantage or resource.

. Bet your bottom dollar - To be certain about something.

Break the bank - To win more money than is available.

. Card up one's sleeve - A secret or reserve plan.
. Double or nothing - A bet to decide whether to double the

winnings or lose everything.

. Hitthe jackpot - To have great success, especially

unexpectedly.

. Poker face - An expressionless face that reveals no hints.
. Roll the dice - To take a risk.

. Stack the deck - To arrange things unfairly.

10.

Wild card - An unpredictable factor.

o BRI

© o N o

L1,

Response 2

Here are some idioms related to gambling:

Ace up one's sleeve: Having a hidden advantage or resource.
Bet your bottom dollar: To be certain about something.

Bluff your way out: To deceive someone to escape a situation.
Break the bank: To win more money than the casino has on
hand.

Card up one's sleeve: Similar to "ace up one's sleeve," meaning
a hidden advantage.

Double down: To increase one's commitment or involvement.
Hit the jackpot: To have great success, especially unexpectedly.
Hold all the aces: To be in a strong, advantageous position.

In the cards: Likely or destined to happen.

Lay your cards on the table: To speak frankly or reveal
something.

Play your cards right: To use one's resources or skills wisely.
Poker face: An expressionless face that reveals no hint of one's

thoughts or feelings.

Figure 7: Example preference data collection interface.
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¥ Arena (battle) 3 Arena (side-by-side) ¢ DirectChat ¥ Leaderboard

Q Arena Explorer

@ About Us

X Chatbot Arena (formerly LMSYS): Free Al Chat to Compare & Test Best Al Chatbots

1\4I# | Twitter | Discord | Blog | GitHub | Paper | Dataset | Kaggle Competition

I Help improve Arenal Take a quick survey: https://forms.gle/VpWgqzmwxa7foAYg8!

™ How It Works

o Blind Test: Ask any question to two anonymous Al chatbots (ChatGPT, Gemini, Claude, Llama, and more).

o Vote for the Best: Choose the best response. You can keep chatting until you find a winner.

o

Play Fair: If Al identity reveals, your vote won't count.

o

Y Chatbot Arena LLM Leaderboard

NEW features: Upload an image [= and chat, or use @ Text-to-Image models like DALL-E 3, Flux, Ideogram to generate images! Use & RepoChat tab to chat with Github repos.

o Backed by over 1,000,000+ community votes, our platform ranks the best LLM and Al chatbots. Explore the top Al models on our LLM leaderboard!

‘% Chat now!

4 Expand to see the descriptions of 88 models
© Model o 'S to Consider When Choosing a City
©  Weather: Outdoor rinks depend on cold winters, while indoor rinks are year-round.

©  skill Level: Some rinks cater to beginners, while others are better for advanced skaters
or professionals.

o Atmosphere: Decide if you want a festive holiday vibe, a competitive environment, or a
scenic natural setting.

o Accessibility: Check skate rental availability, rink fees, and proximity to other
attractions.

o Events: Look for cities hosting skating competitions, shows, or festivals.

Final Recommendation

°

For a festive and iconic experience, go to New York City or London.

°o

For a natural and scenic experience, try Ottawa (Rideau Canal) or Lake Louise.

°

For year-round skating and training, consider Toronto, Moscow, or Seoul.

For a unique adventure, skate on Lake Baikal or Amsterdam's canals (when frozen).

Let me know if you'd like more details about a specific city or type of skating experience!

“=Ais better < Bisbetter

© Models V York City, USA: The iconic Rockefeller Center ice rink is a quintessential New York

experience, especially during the holiday season.

freeze over, creating unique

59 The city's canals
skating opportunities, and there are also many pop-up rinks in the winter.

6. Helsinki, Finland: With numerous rinks and the possibility to skate on frozen lakes,
Helsinki is a winter wonderland for skaters.

7. Quebec City, Canada: The historic Old Quebec area offers a picturesque setting for
skating, including the Place D'Youville rink.

8. Edinburgh, Scotland: The iconic Edinburgh Christmas Market features a charming ice
rink with views of the historic Edinburgh Castle.

9. Tokyo, Japan: For a more urban experience, Tokyo offers several high-quality indoor and
outdoor rinks, such as the one at Tokyo Midtown.

10. Moscow, Russia: Gorky Park's ice rink is one of the largest in Europe and offers a festive
atmosphere during the winter months.

When choosing the best city for ice skating, consider the time of year, as many outdoor
rinks are seasonal and weather-dependent. Additionally, some cities may offer more
amenities or a more unique skating experience than others. Always check local conditions
and rink schedules before planning your visit.

o

< Tie +F Both are bad

Figure 8: Example preference data collection interface.
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6. Montreal, Canada - Known for its cold winters, Montreal offers several outdoor rinks,
including the one at the Old Port, and is a city with a strong skating culture.

7.Helsinki, Finland - With its cold climate, Helsinki provides numerous ice skating
opportunities, including the Ice Park in the city center.

8. Amsterdam, Netherlands - When the canals freeze over, which is rare but magical,
locals and tourists alike take to the ice for a unique experience.

9. Edmonton, Canada - Home to the Edmonton Iceway and numerous community rinks,
it's a city where ice skating is a beloved pastime.

10. Sapporo, Japan - Known for its annual Snow Festival, the city also offers excellent ice
skating opportunities in its various parks and facilities.

These cities offer a mix of natural and artificial ice rinks, cultural experiences, and scenic
beauty that can make ice skating a memorable activity. The best choice depends on what

ouLvalue most in an ice skating experience.
Good response

b O RO

(Rep\ytmmm >> d/

Always fact-check your results.

Figure 9: Example preference data collection interface with up or down arrow.
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In domains other than language, the same core principles apply, even though these domains
are not the focus of this book. For every Midjourney generation (and most popular image
generators) they expose multiple responses to users. These companies then use the data of
which response was selected to finetune their models with RLHF. Midjourney’s interface is
shown below:

6.2.2 Rankings vs. Ratings

The largest decision on how to collect preference data is if the data should be rankings —
i.e. relative ordering of model completions — or ratings — i.e. scores assigned to each piece of
text. Common practice is to train on rankings, but ratings are often used as metadata and /
or have been explored in related literature.

The most common technique for collecting preferences is to use a Likert scale [73], which
asks users to rate which response they prefer. For example, a 5 point Likert scale would look
like the following:

Table 1: An example 5-wise Likert scale between two responses, A and B.

A>>B A>B Tie B>A B>>A
1 2 3 4 5

Some early RLHF for language modeling works uses an 8-step Likert scale with levels of
preference between the two responses [5]. An even scale removes the possibility of ties:

Table 2: An example 8-wise Likert scale between two responses, A and B.

A>>>B A>B B>A B>>>A
1 2 3 4 5 6 7 8

In this case [5], and in other works, this information is still reduced to a binary signal for
the training of a reward model.

6.2.3 Structured Preference Data

In many applications of RLHF and post-training, preference data can be created automatically
due to innate structures of the data — i.e. the domains make automatic checks of correctness
or preference possible. For example, in mathematic reasoning domains the chosen response
can be a correct answer and the rejected an incorrect answer. Another example is in precise
instruction following, such as the evaluation IFEval [74], where prompts take the form of:

Write me a short poem about a goldfish. Start each sentence with the letter

g.
The second part of this query is called the constraint, and the preference data could be
constructed with an example in the chosen column that follows the constraint. Constructing

this preference data, which would be included as synthetic preference data involves prompting
the same of multiple models twice. Once with the constraint included and once without.
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Midjourney Bot

]|

Midjourney Bot |« APP

hyper realistic drawing of a pink muppet playing a
synthesizer that looks like a Oberheim OB series (80s
synthesizer with wood accents on the side) - Variations
(Strong) by @soldni (fast)

Figure 10: Example user interface of text-to-image-models.
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For example, prompting GPT-4.5-Preview with both of these gives the following.

Prompt: Write me a short poem about a goldfish. Start each sentence with the
letter g.

Response: Golden swimmer, circling slow, Gleaming scales in water’s glow.
Gentle fins dance softly by, Gazing out with quiet eye. Glass-bound world,
a simple sphere, Gliding calmly, free of fear. Graceful turns in endless roam,
Goldfish finds a crystal home.

And without the constraint (which, it turns out, is also a lower quality output):
Prompt: Write me a short poem about a goldfish.

Response: In circles bright, the goldfish glides, A spark of sun that gently rides
Through waters clear, in endless spins— A golden whisper, scales like fins.

Its world confined, yet vast within, Each bubble breathed, a tale begins. In silent
waves, content to roam, The goldfish dreams its bowl as home.

Crucially, the prompt for the preference data will need to include the constraint. In domains
outside of academic study, there are far more applications of preference data based on
inductive biases. These have been shown to enable preference finetuning to have meaningful
performance improvements across related evaluations [6].

6.2.3.1 Alternatives There are multiple other ways to collect useful feedback data for
RLHF that have not been pursued in as great of detail. Examples include using single
datapoints with directional labels, e.g. as shown from Ai2 playground above in fig. 9, directly
with algorithms designed for single direction signals like Kahneman-Tversk Optimization
(KTO) [75]. Other algorithms have been proposed with different types of feedback signals
such as fine-grained feedback, e.g. at the token level [76], or natural language feedback,
e.g. by writing responses [77], to provide a richer learning signal in exchange for a more
complex data collection setup.

6.2.4 Sourcing and Contracts

Getting human preference data is an involved and costly process. The following describes
the experience of getting preference data when the field is moving quickly. Over time, these
processes will become far more automated and efficient (especially with AI feedback being
used for a larger portion of the process).

The first step is sourcing the vendor to provide data (or one’s own annotators). Much like
acquiring access to cutting-edge Nvidia GPUs, getting access to data providers in the peak of
AT excitement is also a who-you-know game — those who can provide data are supply-limited.
If you have credibility in the AI ecosystem, the best data companies will want you on our
books for public image and long-term growth options. Discounts are often also given on the
first batches of data to get training teams hooked.

If you’re a new entrant in the space, you may have a hard time getting the data you need
quickly. Getting the tail of interested buying parties that Scale Al had to turn away is an
option for the new data startups. It’s likely their primary playbook to bootstrap revenue.
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On multiple occasions, I've heard of data companies not delivering their data contracted
to them without threatening legal or financial action. Others have listed companies I work
with as customers for PR even though we never worked with them, saying they “didn’t
know how that happened” when reaching out. There are plenty of potential bureaucratic or
administrative snags through the process. For example, the default terms on the contracts
often prohibit the open sourcing of artifacts after acquisition in some fine print.

Once a contract is settled the data buyer and data provider agree upon instructions for
the task(s) purchased. There are intricate documents with extensive details, corner cases,
and priorities for the data. A popular example of data instructions is the one that OpenAl
released for InstructGPT [3].

Depending on the domains of interest in the data, timelines for when the data can be labeled
or curated vary. High-demand areas like mathematical reasoning or coding must be locked
into a schedule weeks out. Simple delays of data collection don’t always work — Scale Al et
al. are managing their workforces like Al research labs manage the compute-intensive jobs
on their clusters.

Once everything is agreed upon, the actual collection process is a high-stakes time for
post-training teams. All the infrastructure, evaluation tools, and plans for how to use the
data and make downstream decisions must be in place.

The data is delivered in weekly batches with more data coming later in the contract.
For example, when we bought preference data for on-policy models we were training at
HuggingFace, we had a 6 week delivery period. The first weeks were for further calibration
and the later weeks were when we hoped to most improve our model.

The goal is that by week 4 or 5 we can see the data improving our model. This is something
some frontier models have mentioned, such as the 14 stages in the Llama 2 data collection
[43], but it doesn’t always go well. At HuggingFace, trying to do this for the first time with
human preferences, we didn’t have the RLHF preparedness to get meaningful bumps on our
evaluations. The last weeks came and we were forced to continue to collect preference data
generating from endpoints we weren’t confident in.

After the data is all in, there is plenty of time for learning and improving the model. Data
acquisition through these vendors works best when viewed as an ongoing process of achieving
a set goal. It requires iterative experimentation, high effort, and focus. It’s likely that
millions of the dollars spent on these datasets are “wasted” and not used in the final models,
but that is just the cost of doing business. Not many organizations have the bandwidth and
expertise to make full use of human data of this style.

This experience, especially relative to the simplicity of synthetic data, makes me wonder
how well these companies will be doing in the next decade.

Note that this section does not mirror the experience for buying human-written instruction
data, where the process is less of a time crunch.

6.3 Are the Preferences Expressed in the Models?

In the maturation of RLHF and related approaches, the motivation of them — to align models
to abstract notions of human preference — has drifted from the practical use — to make the
models more effective to users. A feedback loop that is not measurable due to the closed
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Figure 11: Overview of the multi-batch cycle for obtaining human preference data from a
vendor.

nature of industrial RLHF work is the check to if the behavior of the models matches the
specification given to the data annotators during the process of data collection. We have
limited tools to audit this, such as the Model Spec from OpenAl [78] that details what they
want their models to do, but we don’t know exactly how this translates to data collection.
This is an area to watch as the industry and approaches mature.
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7 Reward Modeling

Reward models are core to the modern approach to RLHF. Reward models broadly have
been used extensively in reinforcement learning research as a proxy for environment rewards
[54]. The practice is closely related to inverse reinforcement learning, where the problem
is to approximate an agent’s reward function given trajectories of behavior [79], and other
areas of deep reinforcement learning. Reward models were proposed, in their modern form,
as a tool for studying the value alignment problem [32].

The most common reward model predicts the probability that a piece of text was close to a
“preferred” piece of text from the training comparisons. Later in this section we also compare
these to Outcome Reward Models (ORMs) that predict the probability and a completion
results in a correct answer or a Process Reward Model (PRM) that assigns a score to each
step in reasoning. When not indicated, the reward models mentioned are those predicting
preference between text.

7.1 Training Reward Models

There are two popular expressions for how to train a standard reward model for RLHF — they
are numerically equivalent. The canonical implementation is derived from the Bradley-Terry
model of preference [80]. A Bradley-Terry model of preferences measures the probability
that the pairwise comparison for two events drawn from the same distribution, say 7 and j,
satisfy the following relation, ¢ > j:

. . Di
P(ii>j)= 9
(i>5)= 2 )

To train a reward model, we must formulate a loss function that satisfies the above relation.
The first structure applied is to convert a language model into a model that outputs a scalar
value, often in the form of a single classification probability logit. Thus, we can take the
score of this model with two samples, the ¢ and j above are now completions, y; and ys, to
one prompt, x and score both of them with respect to the above model, ry.

The probability of success for a given reward model in a pairwise comparison, becomes:

exp(r(y1))
exp(r(y1)) + exp(r(yz2))

P(yy > 1) = (10)

Then, by maximizing the log-likelihood of the above function (or alternatively minimizing
the negative log-likelihood), we can arrive at the loss function to train a reward model:
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. exp(76(Yuw))
0" = argmax P(y, > = arg max
gmax Py > y) = argmax co e )+ exp(ra(an))
= argmax exp(rg(yw))( o)
exp(ro(y) (1+ Sapirey )
1

exp(m(yz)) 11
L+ Cotrotun)) ()

1
1+ exp(—(ro(yw) — ro(w1)))
= argmax o (ro(yw) — ro(y1))

= argmax

= arg max
0

= argmin —log (o (70 (yuw) —70(y1)))
The first form, as in [3] and other works:
L(0) = —log (o (ro(z, yuw) — ro(x, y1))) (12)
Second, as in [17] and other works:

L£(6) = log (1 + 6?‘9(%%)*%(%%)) (13)

7.2 Architecture

The most common way reward models are implemented is through an abstraction similar to
Transformer’s AutoModelForSequenceClassification, which appends a small linear head to
the language model that performs classification between two outcomes — chosen and rejected.
At inference time, the model outputs the probability that the piece of text is chosen as a
single logit from the model.

Other implementation options exist, such as just taking a linear layer directly from the final
embeddings, but they are less common in open tooling.

7.3 Implementation Example

Implementing the reward modeling loss is quite simple. More of the implementation challenge
is on setting up a separate data loader and inference pipeline. Given the correct dataloader,
the loss is implemented as:

import torch.nn as nn
rewards_chosen = model (**inputs_chosen)
rewards_rejected = model (x*inputs_rejected)

loss = -nn.functional.logsigmoid(rewards_chosen - rewards_rejected).
mean ()

Note, when training reward models, the most common practice is to train for only 1 epoch
to avoid overfitting.
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7.4 Variants

Reward modeling is a relatively under-explored area of RLHF. The traditional reward
modeling loss has been modified in many popular works, but the modifications have not
solidified into a single best practice.

7.4.1 Preference Margin Loss

In the case where annotators are providing either scores or rankings on a Likert Scale, the
magnitude of the relational quantities can be used in training. The most common practice is
to binarize the data direction, implicitly scores of 1 and 0, but the additional information
has been used to improve model training. Llama 2 proposes using the margin between two
datapoints, m(r), to distinguish the magnitude of preference:

L(0) = —log (o (ro(x, yw) — re(x, y1) — m(r))) (14)

Note that in Llama 3 the margin term was removed as the team observed diminishing
improvements after scaling.

7.4.2 Balancing Multiple Comparisons Per Prompt

InstructGPT studies the impact of using a variable number of completions per prompt, yet
balancing them in the reward model training [3]. To do this, they weight the loss updates
per comparison per prompt. At an implementation level, this can be done automatically by
including all examples with the same prompt in the same training batch, naturally weighing
the different pairs — not doing this caused overfitting to the prompts. The loss function
becomes:

(o) = —(}()E(w,ywylw log (& (o (&, yu) — r6(2, 1)) (15)

7.4.3 K-wise Loss Function

There are many other formulations that can create suitable models of human preferences for
RLHF. One such example, used in the popular, early RLHF’d models Starling 7B and 34B
[81], is a K-wise loss function based on the Plackett-Luce model [82].

Following Zhu et al. 2023 formalizes the setup [83], following as follows. With a prompt, or
state, s°, K actions (af,al, - ,a% ) are sampled from P(aq,- - ,ax—_1|s?). Then, labelers
are used to rank preferences with o* : [K] — [K] is a function representing action rankings,
where ¢¢(0) is the most preferred action. This yields a preference model capturing the
following:

K—-1 AN )

o . exp(ro«(s’, al; ;)))
P(Ul|slva(l)7allv'~‘valK71) = I | K—1 - (k)
X3 K3

k=0 Zj:k exp(ro.(s vagz‘(j)))

(16)

When K = 2, this reduces to the Bradley-Terry (BT) model for pairwise comparisons.
Regardless, once trained, these models are used similarly to other reward models during
RLHF training.
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7.5 Outcome Reward Models

The majority of preference tuning for language models and other Al systems is done with the
Bradley Terry models discussed above. For reasoning heavy tasks, one can use an Outcome
Reward Model (ORM). The training data for an ORM is constructed in a similar manner
to standard preference tuning. Here, we have a problem statement or prompt, x and two
completions y; and y2. The inductive bias used here is that one completion should be a
correct solution to the problem and one incorrect, resulting in (ye, ¥;c)-

The shape of the models used is very similar to a standard reward model, with a linear layer
appended to a model that can output a single logit (in the case of an RM) — with an ORM,
the training objective that follows is slightly different [84]:

[We] train verifiers with a joint objective where the model learns to label a model
completion as correct or incorrect, in addition to the original language modeling
objective. Architecturally, this means our verifiers are language models, with a
small scalar head that outputs predictions on a per-token basis. We implement
this scalar head as a single bias parameter and single gain parameter that operate
on the logits outputted by the language model’s final unembedding layer.

To translate, this is implemented as a language modeling head that can predict two classes
per token (1 for correct, 0 for incorrect), rather than a classification head of a traditional RM
that outputs one token for the entire sequence. Formally, following [85] this can be shown as:

Lcg = —Es ry~plrlogpe(s) + (1 —7)log(1 — pa(s))] (17)

where r € 0,1 is a binary label where 1 applies to a correct answer to a given prompt and
0 applies to an incorrect, and py(s) is the scalar proportional to predicted probability of
correctness from the model being trained.

These models have continued in use, but are less supported in open-source RLHF tools. For
example, the same type of ORM was used in the seminal work Let’s Verify Step by Step [44],
but without the language modeling prediction piece of the loss. Then, the final loss is a cross
entropy loss on every token predicting if the final answer is correct.

Given the lack of support, the term outcome reward model (ORM) has been used in multiple
ways. Some literature, e.g. [85], continues to use the original definition from Cobbe et
al. 2021. Others do not.

7.6 Process Reward Models

Process Reward Models (PRMs), originally called Process-supervised Reward Models, are
reward models trained to output scores at every step in a chain of thought reasoning process.
These differ from a standard RM that outputs a score only at an EOS token or a ORM that
outputs a score at every token. Process Reward Models require supervision at the end of
each reasoning step, and then are trained similarly where the tokens in the step are trained
to their relevant target — the target is the step in PRMs and the entire response for ORMs.

Here’s an example of how this per-step label can be packaged in a trainer, from HuggingFace’s
TRL [41]:
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# Get the ID of the separator token and add it to the completions

separator_ids = tokenizer.encode(step_separator, add_special_tokens=
False)
completions_ids = [completion + separator_ids for completion in

completions_ids]

# Create the label
labels = [[-100] * (len(completion) - 1) + [label] for completion,
label in zip(completions_ids, labels)]

Traditionally PRMs are trained with a language modeling head that outputs a token only at
the end of a reasoning step, e.g. at the token corresponding to a double new line or other
special token. These predictions tend to be -1 for incorrect, 0 for neutral, and 1 for correct.
These labels do not necessarily tie with whether or not the model is on the right path, but if
the step is correct.

7.7 Reward Models vs. Outcome RMs vs. Process RMs vs. Value
Functions

2

The various types of reward models covered indicate the spectrum of ways that “quality
can be measured in RLHF and other post-training methods. Below, a summary of what the
models predict and how they are trained.

Table 3: Comparing types of reward models.

Model Class What They Predict How They Are Trained LM structure
Reward Quality of text via Contrastive loss between Regression or
Models probability of chosen pairwise (or N-wise) classification head
response at EOS token comparisons between on top of LM
completions features
Outcome Probability that an Labeled outcome pairs Language
Reward answer is correct (e.g., success/failure on modeling head
Models per-token verifiable domains) per-token

cross-entropy,
where every label
is the outcome
level label

Process A reward or score for Trained using intermediate Language

Reward intermediate steps at feedback or stepwise modeling head

Models end of reasoning steps  annotations (trained per only running
token in reasoning step) inference per

reasoning step,
predicts three
classes -1, 0, 1

Value The expected return Trained via regression to A classification
Functions given the current state each point in sequence with output
per-token
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Some notes, given the above table has a lot of edge cases.

e Both in preference tuning and reasoning training, the value functions often have a
discount factor of 1, which makes a value function even closer to an outcome reward
model, but with a different training loss.

e A process reward model can be supervised by doing rollouts from an intermediate
state and collecting outcome data. This blends multiple ideas, but if the loss is per
reasoning step labels, it is best referred to as a PRM.

7.8 Generative Reward Modeling

With the cost of preference data, a large research area emerged to use existing language
models as a judge of human preferences or in other evaluation settings [86]. The core idea is to
prompt a language model with instructions on how to judge, a prompt, and two completions
(much as would be done with human labelers). An example prompt, from one of the seminal
works here for the chat evaluation MT-Bench [86], follows:

[System]

Please act as an impartial judge and evaluate the quality of the
responses provided by two

AT assistants to the user question displayed below. You should choose
the assistant that

follows the user's instructions and answers the user's question better

Your evaluation

should consider factors such as the helpfulness, relevance, accuracy,
depth, creativity,

and level of detail of their responses. Begin your evaluation by
comparing the two

responses and provide a short explanation. Avoid any position biases
and ensure that the

order in which the responses were presented does not influence your
decision. Do not allow

the length of the responses to influence your evaluation. Do not favor

certain names of

the assistants. Be as objective as possible. After providing your
explanation, output your

final verdict by strictly following this format: "[[A]J]" if assistant
A is better, "[[BI]"

if assistant B is better, and "[[C]]" for a tie.

[User Question]

{question}

[The Start of Assistant A's Answer]

{answer_a}’}

[The End of Assistant A's Answer]

[The Start of Assistant B's Answer]

{answer_b}

[The End of Assistant B's Answer]

Given the efficacy of LLM-as-a-judge for evaluation, spawning many other evaluations such

as AlpacaEval [87], Arena-Hard [88], and WildBench [89], many began using LLM-as-a-judge
instead of reward models to create and use preference data.
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An entire field of study has emerged to study how to use so called “Generative Reward
Models” [90] [91] [92] (including models trained specifically to be effective judges [93]), but
on RM evaluations they tend to be behind existing reward models, showing that reward
modeling is an important technique for current RLHF.

A common trick to improve the robustness of LLM-as-a-judge workflows is to use a sampling
temperature of 0 to reduce variance of ratings.

7.9 Further Reading

The academic literature for reward modeling established itself in 2024. The bulk of progress
in reward modeling early on has been in establishing benchmarks and identifying behavior
modes. The first RM benchmark, RewardBench, provided common infrastructure for testing
reward models [94]. Since then, RM evaluation has expanded to be similar to the types
of evaluations available to general post-trained models, where some evaluations test the
accuracy of prediction on domains with known true answers [94] or those more similar to
“vibes” performed with LLM-as-a-judge or correlations to other benchmarks [95].

Examples of new benchmarks include multilingual reward bench (M-RewardBench) [96],
RAG-RewardBench [97], RMB [98] or RM-Bench [99] for general chat,ReWordBench for
typos [100], MJ-Bench [101], Multimodal RewardBench [102], VL. RewardBench [103], or
VLRMBench [104] for vision language models, Preference Proxy Evaluations [105], and
RewardMATH [106]. Process reward models (PRMs) have their own emerging benchmarks,
such as PRM Bench [107] and visual benchmarks of VisualProcessBench [108] and ViLBench
[109].

To understand progress on training reward models, one can reference new reward model
training methods, with aspect-conditioned models [110], high quality human datasets [111]
[112], scaling [24], extensive experimentation [43], or debiasing data [113].
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8 Regularization

Throughout the RLHF optimization, many regularization steps are used to prevent over-
optimization of the reward model. Over-optimization in these contexts looks like models that
output nonsensical text. Some examples of optimization “off the rails” are that models can
output followable math reasoning with extremely incorrect answers, repeated text, switching
languages, or excessive special characters.

The most popular variant, used in most RLHF implementations at the time of writing, is
a KL Distance from the current policy to a reference policy across the generated samples.
Many other regularization techniques have emerged in the literature to then disappear in
the next model iteration in that line of research. That is to say that regularization outside
the core KL distance from generations is often used to stabilize experimental setups that
can then be simplified in the next generations. Still, it is important to understand tools to
constrain optimization in RLHF.

The general formulation, when used in an RLHF framework with a reward model, ry is as
follows:

T =179 — Alreg. (18)

With the reference implementation being:

r=rg— AxLDxr (7" (y | 2) || 7R (y | 2)) (19)

8.1 KL Distances in RL Optimization

For mathematical definitions, see Chapter 5 on Problem Setup. Recall that KL distance is
defined as follows:

Drs(PlQ) = 3 Ployios (55 ) (20)
TeEX

In RLHF, the two distributions of interest are often the distribution of the new model version,
say P(z), and a distribution of the reference policy, say Q(z).

8.1.1 Reference Model to Generations

The most common implementation of KL penalities are by comparing the distance between
the generated tokens during training to a static reference model. The intuition is that the
model you're training from has a style that you would like to stay close to. This reference
model is most often the instruction tuned model, but can also be a previous RL checkpoint.
With simple substitution, the model we are sampling from becomes PRL(z) and PRe!(z),
shown above in eq. 19. Such KL distance was first applied to dialogue agents well before the
popularity of large language models [114], yet KL control was quickly established as a core
technique for fine-tuning pretrained models [115].

43



8.1.2 Implementation Example

In practice, the implementation of KL distance is often approximated [116], making the
implementation far simpler. With the above definition, the summation of KL can be converted
to an expectation when sampling directly from the distribution P(X). In this case, the
distribution P(X) is the generative distribution of the model currently being trained (i.e. not
the reference model). Then, the computation for KL distance changes to the following;:

DxL(P||Q) = Eqxnp [log P(z) —log Q(x)] . (21)

This mode is far simpler to implement, particularly when dealing directly with log probabilities
used frequently in language model training.

import torch.nn.functional as F
# Step 1: Generate tokens using the trained model's policy
generated_tokens = model.generate (inputs)

# Step 2: Get logits for both models using the generated tokens as
context

logits = model.forward(inputs) # technically redundant

ref_logits = ref_model.forward(inputs)

logprobs = convert_to_logpbs(logits) # softmaz and normalize

ref_logprobs = convert_to_logpbs(ref_logits)

kl_approx = logprob - ref_logprob
kl_full = F.kl_div(ref_logprob, logprob) # alternate computation

Some example implementations include TRL and Hamish Ivison’s Jax Code

8.2 Pretraining Gradients

Another way of viewing regularization is that you may have a dataset that you want the
model to remain close to, as done in InstructGPT [3] “in order to fix the performance
regressions on public NLP datasets’’. To implement this, they modify the training objective
for RLHF. Taking eq. 18, we can transform this into an objective function to optimize by
sampling from the RL policy model, completions y from prompts x, which yields:

objective(0) = E(y y)~p_py, [ro(2,y) — Mieg ] (22)
6
Then, we can add an additional reward for higher probabilities on pretraining accuracy:
ObjeCtive(e) = E(x7y)~Dﬂ-RL [7'9 (.T, y) - ATYeg»] + ’V]EINDpretrailx [log(ﬂ-gL (‘/L‘))] (23)
6
Recent work proposed using a negative log likelihood term to balance the optimization of
Direct Preference Optimization (DPO) [117]. Given the pairwise nature of the DPO loss,

the same loss modification can be made to reward model training, constraining the model to
predict accurate text (rumors from laboratories that did not publish the work).

The optimization follows as a modification to DPO.

LDPO+NLL = ‘CDPO(C;Ua y:u’ C§7 y'f ‘ xi) + a‘CNLL(C;U7 y;ﬂ | xi) (24)
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8.3 Other Regularization

Controlling the optimization is less well defined in other parts of the RLHF stack. Most
reward models have no regularization beyond the standard contrastive loss function. Direct
Alignment Algorithms handle regularization to KL distances differently, through the
parameter (see the chapter on Direct Alignment).

Llama 2 proposed a margin loss for reward model training [43]:

L(0) = — [log (o (ro (@, yw) — ro(z,y1) —m(r)))] (26)

Where m(r) is the numerical difference in delta between the ratings of two annotators. This
is either achieved by having annotators rate the outputs on a numerical scale or by using a
quantified ranking method, such as Likert scales.

Reward margins have been used heavily in the direct alignment literature, such as Reward
weighted DPO, “Reward-aware Preference Optimization’’ (RPO), which integrates reward
model scores into the update rule following a DPO loss [24], or REBEL [118] that has a
reward delta weighting in a regression-loss formulation.
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9 Instruction Finetuning

Early language models were only trained to predict the next tokens in a sequence and were
not adapted to any specific tasks. Around the release of GPT-3 [119], language models were
still primarily used via in-context learning where examples were shown to the model and
then it was asked to complete a similar task.

This was the combination of two trends — historically in the natural language processing (NLP)
literature, models were trained for a specific task. Here, as seen with one example where
bigger models generalize better, multiple results showed how standardizing the approach of
task data can enable dramatically different downstream performance. Prominent examples
of unifying the framework for tasks includes Ezploring the Limits of Transfer Learning with
a Unified Text-to-Text Transformer (T5 models) [120], Finetuned Language Models Are
Zero-Shot Learners (FLAN dataset)[121], Multitask Prompted Training Enables Zero-Shot
Task Generalization (TO models) [122], and Cross-Task Generalization via Natural Language
Crowdsourcing Instructions (Natural Instructions dataset) [123]. These insights led to the era
of finetuning language models. Historically, until RLHF and related methods, all finetuning
was instruction finetuning (IFT), also known as supervised finetuning.

Since, instruction finetuning, also called colloquially just instruction tuning, has matured and
is standard practice across many language modeling pipelines. At its core, IFT is the simplest
method for adapting language models to a desired task. It serves as the foundation for
RLHF by preparing the model for a format of instructions that is known common, question-
answering, and is the first tool used by those attempting to apply modern techniques to new
domains.

Instruction tuning practically uses the same autoregressive loss function used in pretraining
language models.

9.1 Chat templates and the structure of instructions

A core piece of the RLHF process is making it so user queries are formatted in a format that
is easily readable by a tokenizer and the associated language model. The tool that handles
the structure of the interaction with the user is called the chat template.

An example which we will break down is below:

{% if messages[0]['role'] == 'system' %}
{% set offset = 1 %}

{% else %}
{% set offset = 0 %}

{% endif %}

{{ bos_token 1}}
{% for message in messages %}

{% if (message['role'] == 'user') != (loop.index0 % 2 == offset)
h}
{{ raise_exception('Conversation roles must alternate user/
assistant/user/assistant/..."') 1}}

{% endif %}
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{{ '<lim_start|>' + message['role'] + '\n' + message['content'] |
trim + '<|im_end|>\n' }}
{% endfor %}

{% if add_generation_prompt %}
{{ '<|im_start|>assistant\n' }}
{% endif %}

This is the raw code for transforming a list of dictionaries in Python containing messages
and roles into tokens that a language model can predict from.

All information passed into models is assigned a role. The traditional three roles are system,
user, and assistant.

The system tag is only used for the first message of the conversation which hold instructions
for the agent in text that will not be received from or exposed to the user. These system
prompts are used to provide additional context to the models, such as the date and time, or
to patch behaviors. As a fun example, models can be told things such as “You are a friendly
chatbot who always responds in the style of a pirate.”

Next, the two other roles are logical, as user is the messages from the one using the Al, and
assistant holds the responses from the user.

In order to translate all this information into tokens, we use the code listing above that we
started with. The model has a series of special tokens that separate the various messages
from each other. If we run the above code with the example query “How many helicopters
can a human eat in one sitting?” the next passed into the model would look as follows:

<|im_start|>system

You are a friendly chatbot who always responds in the style of a
pirate<|im_end|>

<|im_start|>user

How many helicopters can a human eat in one sitting?<|im_end|>

<|im_start|>assistant

Notices how the final tokens in the sequence are <|im_start|>assistant, this is how the
model knows to continue generating tokens until it finally generates its end of sequence token,
which in this case is <|im_end|>.

By packing all question-answer pair data (and downstream preference tuning data) into this
format, modern language models follow it with perfect consistency. This is the language that
instruction tuned models use to exchange information with users and the models stored on
GPUs or other computing devices.

The behavior can be extended naively to multiple turns, such as shown below:

<|im_start|>system

You are a friendly chatbot who always responds in the style of a
pirate<|im_end|>

<|im_start|>user

How many helicopters can a human eat in one sitting?<|im_end|>

<|im_start|>assistant

Oh just 6.<|im_end|>

<|im_start|>user
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Are you sure about that?<|im_end|>
<|im_start|>assistant

In the open ecosystem, the standard method for applying the chat template to a list of
messages is a piece of jinja code saved in the tokenizer, as apply_chat_template.

The above chat template is a derivative of OpenAI’s Chat Markup Language (ChatML),
which was an early attempt to standardize message formatting. Now, OpenAl and other
model providers use a hierarchical system where the user can configure a system message,
yet their are higher level instructions that may or may not be revealed to the user [124].

Many other chat templates exist. Some other examples include Zephyr’s [20]:

<|system|>

You are a friendly chatbot who always responds in the style of a
pirate</s>

<|user|>

How many helicopters can a human eat in one sitting?</s>

<|assistant|>

Or Tilu’s:

<|luser|>

How are you doing?

<|assistant |>

I'm just a computer program, so I don't have feelings, but I'm
functioning as expected. How can I assist you today?<|endoftext|>

Beyond this, many chat templates include formatting and other tokens for tasks such as
tool-use.

9.2 Best practices of instruction tuning

Instruction tuning as the foundation of post-training and creating helpful language models
is well-established. There are many ways to achieve successful instruction tuning. For
example, efficient finetuning with quantization of some model parameters makes training
very accessible [125]. Also, in narrow domains such as chat alignment, i.e. without harder
skills such as math or code, small, focused datasets can achieve strong performance [12].

Soon after the release of ChatGPT, human datasets with as few as 10K samples such as No
Robots were state-of-the-art [126]. Years later, large-scale synthetic datasets work best [6]
on most tasks.

A few principles remain:

o High-quality data is key to performance. The completions are what the model actually
learns from (in many cases the prompts are not predicted over so the model does not
learn to predict prompts).

e ~1M prompts can be used to create a model capable of excellent RLHF and post-
training. Further scaling prompts can have improvements, but has quick diminishing
returns.

e The best prompts are those in a similar distribution to downstream tasks of interest.
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o If multiple stages of training are done after instruction tuning, the models can recover
from some noise in the process. Optimizing the overall optimization is more important
than each individual stage.
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10 Rejection Sampling

Rejection Sampling (RS) is a popular and simple baseline for performing preference fine-
tuning. Rejection sampling operates by curating new candidate instructions, filtering them
based on a trained reward model, and then fine-tuning the original model only on the top
completions.

The name originates from computational statistics [127], where one wishes to sample from
a complex distribution, but does not have a direct method to do so. To alleviate this, one
samples from a simpler to model distribution and uses a heuristic to check if the sample
is permissible. With language models, the target distribution is high-quality answers to
instructions, the filter is a reward model, and the sampling distribution is the current model.

Many prominent RLHF and preference fine-tuning papers have used rejection sampling as a
baseline, but a canonical implementation and documentation does not exist

WebGPT [4], Anthropic’s Helpful and Harmless agent[5], OpenAI’s popular paper on process
reward models [44], Llama 2 Chat models [43], and other seminal works all use this baseline.

10.1 Training Process

A visual overview of the rejection sampling process is included below in fig. 12.

Outputs are scored

Loremipsum || Reward (Preference) 7 Fine tune on
sit amet, con Model best K samples
adipiscing eli ) ’4

Donec quam
vulputate egs

Policy Language Model

—

Nam quam n ‘
eros faucibus
Batch of generated completions

passed through reward model

Entire SFT
Prompts Dataset

Figure 12: Rejection sampling overview.

10.1.1 Generating Completions

Let’s define a set of M prompts as a vector:

X = [z1,22, ..., T M)

These prompts can come from many sources, but most popularly they come from the
instruction training set.

For each prompt z;, we generate N completions. We can represent this as a matrix:

Y1 Y2 0 Yi,N

Y21 Y22 - Y2N
Y = . . .

Yma Ym2 0 YM,N

50



where y; ; represents the j-th completion for the i-th prompt. Now, we pass all of these
prompt-completion pairs through a reward model, to get a matrix of rewards. We’'ll represent
the rewards as a matrix R:

11 2 -+ T1,N

72,1 22 -+ T2N
R =

™1 Tm2 - TM,N

s

Each reward r; ; is computed by passing the completion y; ; and its corresponding prompt
x; through a reward model R:

Tij = R(Yijlwi)

10.1.2 Selecting Top-N Completions
There are multiple methods to select the top completions to train on.
To formalize the process of selecting the best completions based on our reward matrix, we

can define a selection function S that operates on the reward matrix R.

10.1.2.1 Top Per Prompt The first potential selection function takes the max per
prompt.

S(R) = [argmaxry ;j,arg maxrsy j, ..., arg max raz, ;|
J J J

This function S returns a vector of indices, where each index corresponds to the column
with the maximum reward for each row in R. We can then use these indices to select our
chosen completions:

Yehosen = [Y1,8(R)1 1 Y2,5(R)s» > YM,S(R) s )
10.1.2.2 Top Overall Prompts Alternatively, we can select the top K prompt-

completion pairs from the entire set. First, let’s flatten our reward matrix R into a single
vector:

Riftar = [T1,1,71,2) o, TLN, 72,15 72,2, ooy T2 N3 ooy TM,15 TM,25 -y TM,N|

This Rjfiq¢ vector has length M x IV, where M is the number of prompts and N is the number
of completions per prompt.

Now, we can define a selection function Sk that selects the indices of the K highest values

in Rﬂati

Sk (Rjfiar) = argsort(R e [— K ]
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where argsort returns the indices that would sort the array in ascending order, and we take
the last K indices to get the K highest values.

To get our selected completions, we need to map these flattened indices back to our original
completion matrix Y. We simply index the Ry vector to get our completions.

10.1.2.3 Selection Example

Consider the case where we have the following situation,

with 5 prompts and 4 completions. We will show two ways of selecting the completions based

on reward.

0.7 03 05 0.2
04 0.8 0.6 0.5
R=109 03 04 0.7
02 05 0.8 0.6
0.5 04 0.3 0.6

First, per prompt. Intuitively, we can highlight the reward matrix as follows:

0.7 03 05 02
04 0.8 06 0.5
R=1]09 03 04 0.7
02 05 0.8 06
05 04 03 0.6

Using the argmax method, we select the best completion for each prompt:

S(R) = [argmaxr; ; for i € [1,4]]
j

S(R) =[1,2,1,3,4]

This means we would select:

reward 0.7

o For prompt 1:

completion 1

e For prompt 2:
e For prompt 3:
o For prompt 4:
o For prompt 5:

completion 2
completion 1
completion 3

NN N N

best overall.

)
reward 0.8)
reward 0.9)
reward 0.8)
completion 4 (reward 0.6)

Let’s highlight the top 5 overall completion pairs.

0.7 03 05 0.2
04 0.8 06 0.5
R=109 03 04 0.7
02 05 0.8 06
05 04 03 06

First, we flatten the reward matrix:
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Ryiar = [0.7,0.3,0.5,0.2,0.4,0.8,0.6,0.5,0.9,0.3,0.4,0.7,0.2,0.5,0.8,0.6,0.5,0.4, 0.3, 0.6]

Now, we select the indices of the 5 highest values:

SS(Rflat> = [8, 5,14,0, 19]

Mapping these back to our original matrix:

o Index 8 — prompt 3, completion 1 (reward 0.9)
e Index 5 — prompt 2, completion 2 (reward 0.8)
e Index 14 — prompt 4, completion 3 (reward 0.8)
e Index 0 — prompt 1, completion 1 (reward 0.7)
e Index 19 — prompt 3, completion 4 (reward 0.7)

10.1.2.4 Implementation Example Here is a code snippet showing how the selection
methods could be implemented.

import numpy as np

x = np.random.randint (10, size=10)
print (£"{x=}")

sorted_indices = np.argsort(x)
x_sorted = x[sorted_indices]

print (f"{x_sorted=1}")

# first way to rTecover the original array
i_rev = np.zeros (10, dtype=int)
i_rev[sorted_indices] = np.arange (10)
np.allclose(x, x_sorted[i_rev])

# second way to recover the original array
np.allclose(x, x_sorted[np.argsort(sorted_indices)])

10.1.3 Fine-tuning

With the selected completions, you then perform standard instruction fine-tuning on the
current rendition of the model. More details can be found in the chapter on instruction
tuning.

10.1.4 Detalils

Implementation details for rejection sampling are relatively sparse. The core hyperparameters
for performing this training are very intuitive:

e Sampling parameters: Rejection sampling is directly dependent on the completions
received from the model. Common settings for RS include temperatures above zero,
e.g. between 0.7 and 1.0, with other modifications to parameters such as top-p or top-k
sampling.
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e Completions per prompt: Successful implementations of rejection sampling have
included 10 to 30 or more completions for each prompt. Using too few completions
will make training biased and or noisy.

e Instruction tuning details: No clear training details for the instruction tuning
during RS have been released. It is likely that they use slightly different settings than
the initial instruction tuning phase of the model.

« Heterogeneous model generations: Some implementations of rejection sampling
include generations from multiple models rather than just the current model that is
going to be trained. Best practices on how to do this are not established.

e Reward model training: The reward model used will heavily impact the final result.
For more resources on reward model training, see the relevant chapter.

10.1.4.1 Implementation Tricks

¢ When doing batch reward model inference, you can sort the tokenized completions
by length so that the batches are of similar lengths. This eliminates the need to run
inference on as many padding tokens and will improve throughput in exchange for
minor implementation complexity.

10.2 Related: Best-of-N Sampling

Best-of-N (BoN) sampling is often included as a baseline relative to RLHF methods. Tt is
important to remember that BoN does not modify the underlying model, but is a sampling
technique. For this matter, comparisons for BoN sampling to online training methods, such
as PPO, are still valid in some contexts. For example, you can still measure the KL distance
when running BoN sampling relative to any other policy.

Here, we will show that when using simple BoN sampling over one prompt, both selection
criteria shown above are equivalent.

Let R be a reward vector for our single prompt with N completions:

R=1[r,re, ..., N] (27)

Where r; represents the reward for the j-th completion.

Using the argmax method, we select the best completion for the prompt:
S(R) = arg max 7, (28)

JE[L,N]

Using the Top-K method is normally done with Top-1, reducing to the same method.
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11 Policy Gradient Algorithms

The algorithms that popularized RLHF for language models were policy-gradient reinforce-
ment learning algorithms. These algorithms, such as PPO, GRPO, and REINFORCE, use
recently generated samples to update their model rather than storing scores in a replay
buffer. In this section we will cover the fundamentals of the policy gradient algorithms and
how they are used in the modern RLHF framework.

At a machine learning level, this section is the subject with the highest complexity in the
RLHF process. Though, as with most modern Al models, the largest determining factor on
its success is the data provided as inputs to the process.

The most popular algorithms used for RLHF has evolved over time. When RLHF came onto
the scene with ChatGPT, it was largely known that they used a variant of PPO, and many
initial efforts were built upon that. Over time, multiple research projects showed the promise
of REINFORCE style algorithms [128] [112], touted for its simplicity over PPO without a
reward model (saves memory and therefore the number of GPUs required) and with simpler
value estimation (no GAE). More algorithms have emerged, including Group Relative Policy
Optimization, which is particularly popular with reasoning tasks, but in general many of
these algorithms can be tuned to fit a specific task. In this chapter, we cover the core policy
gradient setup and the three algorithms mentioned above due to their central role in the
establishment of a canonical RLHF literature.

For definitions of symbols, see the problem setup chapter.

11.1 Policy Gradient Algorithms

Reinforcement learning algorithms are designed to maximize the future, discounted reward
across a trajectory of states, s € S, and actions, a € A (for more notation, see Chapter 3,
Definitions). The objective of the agent, often called the return, is the sum of discounted,
future rewards (where v € [0, 1) is a factor that prioritizes near term rewards) at a given
time ¢:

Gi=Riy1 +YRyp2 + -+ = ZVICRHHL (29)
k=o
The return definition can also be estimated as:
Gt = 7Giy1 + Riqr. (30)

This return is the basis for learning a value function V'(s) that is the estimated future return
given a current state:

All policy gradient algorithms solve an objective for such a value function induced from a
specific policy, 7(s|a).
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Where d(s) is the stationary distribution of states induced by policy 7(s), the optimization

is defined as:
J(Q) = Zdﬂ(s)v‘n’(s)a (32)

The core of policy gradient algorithms is computing the gradient with respect to the finite
time expected return over the current policy. With this expected return, .JJ, the gradient can
be computed as follows, where « is the learning rate:

0« 0+ aVyJ(9) (33)

The core implementation detail is how to compute said gradient. Schulman et al. 2015
provides an overview of the different ways that policy gradients can be computed [129]. The
goal is to estimate the exact gradient g := VoE[> ", 7], of which, there are many forms
similar to:

g =E[ > wVylogm(arlsi)|. (34)
t=0

Where ¥; can be the following (where the rewards can also often be discounted by ~):

1. Z?io r¢: total reward of the trajectory.

Zf/o:t ry: reward following action ay, also described as the return, G.

> op; T — b(sy): baselined version of previous formula.

Q7 (s¢,at): state-action value function.

A™(sy,a;): advantage function, which yields the lowest possible theoretical variance if
it can be computed accurately.

6. 7 + V7™ (s¢41) — V™ (s¢): TD residual.

Ol

The baseline is a value used to reduce variance of policy updates (more on this below).

For language models, some of these concepts do not make as much sense. For example, we
know that for a deterministic policy the value function is defined as V(s) = max, Q(s,a) or
for a stochastic policy as V(s) = Eqmr(als)[@(s,a)]. If we define s 4 a as the continuation a
to the prompt s, then Q(s,a) = V(s + a), which gives a different advantage trick:

A(s,a) =Q(s,a) = V(s)=V(s+a)—V(s)=r+4V(s+a) — V(s) (35)

Which is a combination of the reward, the value of the prompt, and the discounted value of
the entire utterance.

11.1.1 Vanilla Policy Gradient

The vanilla policy gradient implementation optimizes the above expression for J(#) by
differentiating with respect to the policy parameters. A simple version, with respect to the
overall return, is:
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T

VoJ(mo) =B, | Y Vologm(arls:) R (36)
t=0

A common problem with vanilla policy gradient algorithms is the high variance in gradient
updates, which can be mitigated in multiple ways. In order to alleviate this, various techniques
are used to normalize the value estimation, called baselines. Baselines accomplish this in
multiple ways, effectively normalizing by the value of the state relative to the downstream
action (e.g. in the case of Advantage, which is the difference between the Q value and the
value). The simplest baselines are averages over the batch of rewards or a moving average.
Even these baselines can de-bias the gradients so Eqx(a|s)[Ve logmg(als)] = 0, improving
the learning signal substantially.

Many of the policy gradient algorithms discussed in this chapter build on the advantage
formulation of policy gradient:

T
Vod(mg) = E, ZVg log mg (at|s¢) A™ (s, ar) (37)
t=0

A core piece of the policy gradient implementation involves taking the derivative of the
probabilistic policies. This comes from:

Vorg(als)
Vol = 38
9 10g 7T0(a|5) 7T9(a|8) ( )
Which is derived from the chain rule:
1
Velogz = ;ng (39)

We will use this later on in the chapter.

11.1.2 REINFORCE

The algorithm REINFORCE is likely a backronym, but the components of the algorithms it
represents are quite relevant for modern reinforcement learning algorithms. Defined in the
seminal paper Simple statistical gradient-following algorithms for connectionist reinforcement
learning [130]:

The name is an acronym for “REward Increment = Nonnegative Factor X Offset
Reinforcement X Characteristic Eligibility.”

The three components of this are how to do the reward increment, a.k.a. the policy gradient
step. It has three pieces to the update rule:

1. Nonnegative factor: This is the learning rate (step size) that must be a positive number,
e.g. a below.

2. Offset Reinforcement: This is a baseline b or other normalizing factor of the reward to
improve stability.
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3. Characteristic Eligibility: This is how the learning becomes attributed per token. It
can be a general value, e per parameter, but is often log probabilities of the policy in
modern equations.

Thus, the form looks quite familiar:

Ap=a(r—">e (40)

With more modern notation and the generalized return G, the REINFORCE operator
appears as:

T
Vo J(0) = Erum,| Y Vologmo(as | 51) (Go ~ b)) (41)

t=0

Here, the value G; — b(s;) is the advantage of the policy at the current state, so we can
reformulate the policy gradient in a form that we continue later with the advantage, A:

T
Vo J(0) = Brum,| Y Vologmolar | 5:) A (42)
t=0

REINFORCE is a specific implementation of vanilla policy gradient that uses a Monte Carlo
estimator of the gradient.

REINFORCE can be run without value network — the value network is for the baseline in
the policy gradient. PPO on the other hand needs the value network to accurately compute
the advantage function.

11.1.2.1 REINFORCE Leave One Out (RLOO) The core implementation detail
of REINFORCE Leave One Out versus standard REINFORCE is that it takes the average
reward of the other samples in the batch to compute the baseline — rather than averaging
over all rewards in the batch [131], [128], [132].

Crucially, this only works when generating multiple responses per prompt, which is common
practice in multiple domains of finetuning language models with RL.

Specifically, for the REINFORCE Leave-One-Out (RLOO) baseline, given K sampled
trajectories or actions ai,...,arx, to a given prompt s we define the baseline explicitly as
the following per-prompt:

K
bs,a) = —— S R(s,az), (43)

K-1 <
i=1,i#k
resulting in the advantage:

A(s,ar) = R(s,ax) — b(s,ag). (44)
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Equivalently, this can be expressed as:

K
Als,ar) = % (R(s,ak) _ ;{,ZR(S,ai)> . (45)

i=1

This is a simple, low-variance advantage update that is very similar to GRPO, which will
be discussed later, where REINFORCE is used with a different location of KL penalty and
without step-size clipping. Still, the advantage from RLOO could be combined with the
clipping of PPO, showing how similar many of these algorithms are.

RLOO and other algorithms that do not use a value network assign the advantage (or reward)
of the sequence to every token for the loss computation. Algorithms that use a learned value
network, such as PPO, assign a different value to every token individually, discounting from
the final reward achieved at the EOS token. For example, with the KL divergence distance
penalty, RLOO sums it over the completion while PPO and similar algorithms compute it on
a per-token basis and subtract it from the reward (or the advantage, in the case of GRPO).
These details and trade-offs are discussed later in the chapter.

11.1.3 Proximal Policy Optimization

Proximal Policy Optimization (PPO) [133] is one of the foundational algorithms to Deep
RL’s successes (such as OpenAI’s DOTA 5 [134] and large amounts of research). The loss
function is as follows per sample:

J(6) = min (”(a's)A,cnp (”9(')) 11+ ) A) . (46)

7r9old(a|5) 7T9old(a|5

For language models, the loss is computed per token, which intuitively can be grounded in how
one would compute the probability of the entire sequence of autoregressive predictions — by
a product of probabilities. From there, the common implementation is with log-probabilities
that make the computation far more tractable.

7o (at|st) . ( mo(at|se) ) >
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This is the per-token version of PPO, which also applies to other policy-gradient methods,
but is explored further later in the implementation section of this chapter. Here, the term for
averaging by the number of tokens in the action, ﬁ, comes from common implementation
practices, but is not in a formal derivation of the loss (shown in [135]).

Here we will explain the difference cases this loss function triggers given various advantages
and policy ratios. At an implementation level, the inner computations for PPO involve
standard policy gradient and a clipped policy gradient.

To understand how different situations emerge, we can define the policy ratio as:

mo(als)

7T001<i(a|5)

R(0) =
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The policy ratio is a centerpiece of PPO and related algorithms. It emerges from computing
the gradient of a policy and controls the parameter updates in a very intuitive way. For any
batch of data, the policy ratio starts at 1 for the first gradient step for that batch (common
practice is to take 1-4 gradient steps per batch with policy gradient algorithms). Then, the
policy ratio will be above one if that gradient step increased the likelihood of certain tokens
with an associated positive advantage, or less than one for the other case.

The policy ratio and advantage together can occur in a few different configurations.

The first case is when the advantage is positive and the policy ratio exceeds 1 + € (meaning
that the new policy is more likely to take said action), which is clipped, and the objective
becomes:

J(0) =min (R(0),(14+¢e))A=(1+¢)A (49)
This will increase the probability ratio, making the action even more likely, but only up

until the clipping parameter epsilon. The similar conditions are when the advantage is still
positive, but the likelihood ratio shifts.

For positive advantage and ratio less than 1 — ¢, a we get a partially substituted equation:
J(0) =min (R(9),(1—¢)) A (50)

That reduces to
J(@) =R(6)A (51)

because of the less than assumption.

Similarly, if the probability ratio is not clipping, the objective also reduces to the
min(R(#), R()), yielding a standard policy gradient with an advantage estimator.

If the advantage is negative, this looks similar. A clipped objective will occur when R(f) <
(1 —¢), appearing through:

J(0) = min (R(0)A, (1 — £)A), (52)

Which, because A < 0 we have R(#)A > (1 —¢)A and can flip the min to the max when
pulling A from the equation, is equivalent to

J(6) = max (R(6), (1 — £)) A. (53)

Then the objective becomes:

J(O)=(1-e)A (54)

The other cases follow as above, inverted, and are left as an exercise to the reader.
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All of these are designed to make the behaviors where advantage is positive more likely and
keep the gradient step within the trust region. It is crucial to remember that PPO within
the trust region is the same as standard forms of policy gradient.

11.1.4 Group Relative Policy Optimization

Group Relative Policy Optimization (GRPO) is introduced in DeepSeekMath [136], and used
in other DeepSeek works, e.g. DeepSeek-V3 [137] and DeepSeek-R1 [138]. GRPO can be
viewed as PPO-inspired algorithm with a very similar surrogate loss, but it avoids learning a
value function with another copy of the original policy language model (or another checkpoint
for initialization). This brings two posited benefits:

1. Avoiding the challenge of learning a value function from a LM backbone, where research
hasn’t established best practices.
2. Saves memory by not needing to keep another set of model weights in memory.

GRPO does this by simplifying the value estimation and assigning the same value to every
token in the episode (i.e. in the completion to a prompt, each token gets assigned the
same value rather than discounted rewards in a standard value function) by estimating the
advantage or baseline. The estimate is done by collecting multiple completions (a;) and
rewards (r;), i.e. a Monte Carlo estimate, from the same initial state / prompt (s).

To state this formally, the GRPO objective is very similar to the PPO objective above. For
GRPO, the loss is accumulated over a group of responses {a1,as,...,ag} to a given question
s:

1= 53 (o (e (2l 1 ev€) ) - st
(55)

As above, we can expand this into a per-token loss computation:
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Note that relative to PPO, the standard implementation of GRPO includes the KL distance
in the loss. With the advantage computation for the completion index i:

A — r; —mean(ry,ro, - ,rq)

std(ry, 72, -+ ,7q) (57)

Intuitively, the GRPO update is comparing multiple answers to a single question within a
batch. The model learns to become more like the answers marked as correct and less like
the others. This is a very simple way to compute the advantage, which is the measure of
how much better a specific action is than the average at a given state. Relative to PPO,
REINFORCE, and broadly RLHF performed with a reward model rating (relative to output
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reward), GRPO is often run with a far higher number of samples per prompt. Here, the
current policy generates multiple responses to a given prompt, and the group-wise GRPO
advantage estimate is given valuable context.

The advantage computation for GRPO has trade-offs in its biases. The normalization by
standard deviation is rewarding questions in a batch that have a low variation in answer
correctness. For questions with either nearly all correct or all incorrect answers, the standard
deviation will be lower and the advantage will be higher. [135] proposes removing the standard
deviation term given this bias, but this comes at the cost of down-weighing questions that
were all incorrect with a few correct answers, which could be seen as valuable learning signal.

eq. 57 is the implementation of GRPO when working with outcome supervision (either a
standard reward model or a single verifiable reward) and a different implementation is needed
with process supervision. In this case, GRPO computes the advantage as the sum of the
normalized rewards for the following reasoning steps.

Finally, GRPO’s advantage estimation can also be applied without the PPO clipping to
more vanilla versions of policy gradient (e.g. REINFORCE), but it is not the canonical form.
As an example of how these algorithms are intertwined, we can show that the advantage
estimation in a variant of GRPO, Dr. GRPO (GRPO Done Right) [135], is equivalent to
the RLOO estimation up to a constant scaling factor (which normally does not matter due
to implementation details to normalize the advantage). Dr. GRPO removes the standard
deviation normalization term from eq. 57 — note that this also scales the advantage up, which
is equivalent to increasing the GRPO learning rate on samples with a variance in answer
scores. This addresses a bias towards questions with low reward variance — i.e. almost all
the answers are right or wrong — but comes at a potential cost where problems where just
one sample gets the answer right are important to learn from. The Dr. GRPO advantage for
completion i within a group of size G is defined as:

~ 1 .
A; =r; —mean(ry,ro, - ,rg) =17, — el Z] = 1%, (58)

Here, in the same notation we can recall the RLOO advantage estimation as:
1
RLOO 2 :
Ai =T; — 1 'I’j (59)

Thus, if we multiply the Dr. GRPO advantage definition by % we can see an scaled
equivalence:

62



j=1
G
G 1
RS DL
j=1
G 1 & 1
GGt (60)
G
G 1 1
”(G—l G—1>_G—1 2. ™
J=1,j#i
1 G
=T Goy 2T
Jj=1,j#1

11.2 Implementation

Compared to the original Deep RL literature where many of these algorithms were developed,
implementing RL for optimizing language models or other large AI models requires many
small implementation details. In this section, we highlight some key factors that differentiate
the implementations of popular algorithms.

There are many other small details that go into this training. For example, when doing
RLHF with language models a crucial step is generating text that will then be rated by the
reward model. Under normal circumstances, the model should generate a end-of-sequence
(EOS) token indicating it finished generating, but a common practice is to put a hard cap
on generation length to efficiently utilize infrastructure. A failure mode of RLHF is that the
model is regularly truncated in its answers, driving the ratings from the reward model out of
distribution and to unpredictable scores. The solution to this is to only run a reward model
ranking on the eos_token, and to otherwise assign a penalty to the model for generating too
long.

The popular open-source tools for RLHF have a large variance in implementation details
across the algorithms (see table 10 in [139]). Some decisions not covered here include:

e Value network initialization: The internal learned value network used by PPO and
other similar algorithms can be started from a different model of the same architecture
or randomly selected weights. This can have a large impact on performance.

e« Reward normalization, reward whitening, and/or advantage whitening:
Where normalization bounds all the values from the RM (or environment) to be
between 0 and 1, which can help with learning stability, whitening the rewards or
the advantage estimates to uniform covariates can provide an even stronger boost to
stability.

e Different KL estimators: With complex language models, precisely computing the
KL divergence between models can be complex, so multiple approximations are used
to substitute for an exact calculation [116].
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e KL controllers: Original implementations of PPO and related algorithms had dy-
namic controllers that targeted specific KLs and changed the penalty based on recent
measurements. Most modern RLHF implementations use static KL penalties, but this
can also vary.

For more details on implementation details for RLHF, see [140]. For further information on
the algorithms, see [141].

11.2.1 Policy Gradient Basics

A simple implementation of policy gradient, using advantages to estimate the gradient to
prepare for advanced algorithms such as PPO and GRPO follows:

pg_loss = -advantages * ratio

Ratio here is the logratio of the new policy model probabilities relative to the reference
model.

In order to understand this equation it is good to understand different cases that can fall
within a batch of updates. Remember that we want the loss to decrease as the model gets
better at the task.

Case 1: Positive advantage, so the action was better than the expected value of the state. We
want to reinforce this. In this case, the model will make this more likely with the negative
sign. To do so it’ll increase the logratio. A positive logratio, or sum of log probabilities of
the tokens, means that the model is more likely to generate those tokens.

Case 2: Negative advantage, so the action was worse than the expected value of the state.
This follows very similarly. Here, the loss will be positive if the new model was more likely,
so the model will try to make it so the policy parameters make this completion less likely.

Case 3: Zero advantage, so no update is needed. The loss is zero, don’t change the policy
model.

11.2.2 Loss Aggregation

The question when implementing any policy gradient algorithm with language models is:
How do you sum over the KL distance and loss to design different types of value-attribution.

Most of the discussions in this section assume a token-level action, where the RL problem is
formatted as a Markov Decision Process (MDP) rather than a bandit problem. In a bandit
problem, all the tokens in an action will be given the same loss, which has been the default
implementation for some algorithms such as Advantage-Leftover Lunch RL (A-LoL) [142].
The formulation between MDP and bandit is actually an implementation detail over how the
loss is aggregated per-sample. A bandit approach takes a mean that assigns the same loss to
every token, which also aligns with DPO and other direct alignment algorithms’ standard
implementations.

Consider an example where we have the following variables, with a batch size B and sequence
length L.

advantages # [B, 1]
per_token_probability_ratios # [B, L]
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We can approximate the loss as above with a batch multiplication of pg_loss = -advantages

* ratio. Multiplying these together is broadcasting the advantage per each completion in
the batch (as in the outcome reward setting, rather than a per-token value model setting) to
be the same. They are then multiplied by the per token probability logratios.

In cases where a value network is used, it is easy to see that the different losses can behave
very differently. When outcome rewards are used, the advantages are set to be the same
per token, so the difference in per-token probability is crucial to policy gradient learning
dynamics.

In the below implementations of GRPO and PPO, the loss is summed over the tokens in the
completion:

sequence_loss = ((per_token_loss * completion_mask).sum(dim=1) / \
completion_mask.sum(dim=1)) .mean ()

The operation above is very similar to a masked_mean operation. An alternative is to average
over each token individually.

token_loss = ((per_token_loss * completion_mask).sum() / \
completion_mask.sum())

Intuitively, it could seem that averaging over the sequence is best, as we are trying to reward
the model for outcomes and the specific tokens are not as important. This can introduce
subtle forms of bias. Consider two sequences of different lengths, assigned two different
advantages a_1 and a_2.

) >

seq_1_advs = [a_1, a_1, a_1, a_1, a_1] # 5 tokens
seq_2_advs = [a_2, a_2, a_2, a_2, a_2, a_2, a_2, a_2, a_2, a_2] # 10
tokens

Now, consider if the last token in each sequence is important to the advantage being positive,
so it gets increased over the multiple gradient steps per batch. When you convert these to
per-token losses, you could get something approximate to:

[1, 1, 1, 1, 10] # 5 tokens
(1, 1, 1, 1, 1, 1, 1, 1, 1, 10] # 10 tokens

seq_1_losses
seq_2_losses

If we average these over the sequences, we will get the following numbers:

seq_1_loss = 2.8
seq_2_loss 1.9

If we average these together weighting sequences equally, we get a loss of 2.35. If, instead we
apply the loss equally to each token, the loss would be computed by summing all the per
token losses and normalizing by length, which in this case would be 2.27. If the sequences
had bigger differences, the two loss values can have substantially different values.

For a more complete example on how loss aggregation changes the loss per-token and per-
example, see the below script that computes the loss over a toy batch with two samples,
one long and one short. The example uses three loss aggregation techniques: masked_mean
corresponds to a per-sample length normalization, the loss proposed in DAPO [143] with
token level normalization per batch, masked_mean_token_level, and masked_sum_result with
a fixed length normalization from the max length from Dr. GRPO [135].
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from typing import Optional
import torch

def masked_mean(values: torch.Tensor, mask: torch.Tensor, axis:
Optional[int] = None) -> torch.Tensor:
"""Compute mean of tensor with a masked values. """
if axis is not None:
return (values * mask).sum(axis=axis) / mask.sum(axis=axis)
else:
return (values * mask).sum() / mask.sum()

def masked_sum(
values: torch.Tensor,
mask: torch.Tensor,
axis: Optional[bool] None,
constant_normalizer: float = 1.0,
) -> torch.Tensor:
"""Compute sum of tensor with a masked wvalues. Use a constant to
normalize. """
if axis is not None:
return (values * mask).sum(axis=axis) / constant_normalizer
else:

return (values * mask).sum() / constant_normalizer

ratio = torch.tensor ([
(1., 1, 1, 1, 1, 1, 1,1,
(¢, 1, 1, 1, 1, 1, 1,1,
], requires_grad=True)

advs = torch.tensor ([
[2, 2, 2, 2, 2, 2, 2,1,
[2, 2, 2, 2, 2, 2, 2,7,
ip)
masks = torch.tensor ([
# generation 1: 4 tokens
[+, ¢, 1, 1, o, 0, 0,1,
# generation 2: 7 tokens
(¢, 1, 1, 1, 1, 1, 1,71,
ip)
max_gen_len = 7
masked_mean_result = masked_mean(ratio * advs, masks, axis=1)
masked_mean_token_level = masked_mean(ratio, masks, axis=None)
masked_sum_result = masked_sum(ratio * advs, masks, axis=1,
constant_normalizer=max_gen_len)
print ("masked_mean", masked_mean_result)
print ("masked_sum", masked_sum_result)
print ("masked_mean_token_level", masked_mean_token_level)
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# masked_mean tensor([2., 2.], grad_fn=<DivBackward0>)
# masked_sum temsor ([1.1429, 2.0000], grad_fn=<DivBackward0>)
# masked_mean_token_level tensor (1., grad_fn=<DivBackward0>)

masked_mean_result.mean () .backward ()

print("ratio.grad", ratio.grad)

ratio.grad.zero_()

# ratio.grad temsor ([[0.2500, 0.2500, 0.2500, 0.2500, 0.0000, 0.0000,
0.00007],

# [0.1429, 0.1429, 0.1429, 0.1429, 0.1429, 0.1429, 0.1429]])

masked_sum_result.mean () .backward ()

print ("ratio.grad", ratio.grad)
# ratio.grad tensor ([[0.1429, 0.1429, 0.1429, 0.1429, 0.0000, 0.0000,
0.0000],

# [0.1429, 0.1429, 0.1429, 0.1429, 0.1429, 0.1429, 0.1429]1])

masked_mean_token_level .mean () .backward ()

print ("ratio.grad", ratio.grad)
# ratio.grad temsor ([[0.2338, 0.2338, 0.2338, 0.2338, 0.0000, 0.0000,
0.0000],

# [0.2338, 0.2338, 0.2338, 0.2338, 0.2338, 0.2338, 0.2338]1]1)

Here it can be seen for the default GRPO implementation, masked_mean, the short length has a
bigger per-token gradient than the longer one, and the two implementations of Dr. GRPO and
DAPO balance it out. Note that these results can vary substantially if gradient accumulation
is used, where the gradients are summed across multiple mini batches before taking a
backward step. In this case, the balance between shorter and longer sequences can flip.

Another way to aggregate loss is discussed in [135] that has its origins in pre language model
RL research, where every per-token loss is normalized by the max sequence length set in
the experiment. This would change how the losses compare across batches per tokens in the
above example.

In practice, the setup that is best likely is the one that is suited to the individual, online
learning setup. Often in RLHF methods the method with the best numerical stability and
or the least variance in loss could be preferred.

11.2.3 Proximal Policy Optimization

There are many, many implementations of PPO available. The core loss computation is
shown below. Crucial to stable performance is also the value computation, where multiple
options exist (including multiple options for the value model loss).

Note that the reference policy (or old logprobs) here are from the time the generations were
sampled and not necessarily the reference policy. The reference policy is only used for the
KL distance constraint/penalty.

# B: Batch Size, L: Sequence Length, G: Num of Generations
# Apply KL penalty to rewards
rewards = rewards - self.beta * per_token_kl # Shape: (B*G, L)
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# Get value predictions
values = value_net(completions) # Shape: (B*G, L)

# Compute simple advantages
advantages = rewards - values.detach() # Shape: (B*G, L)

# Normalize advantages (optional but stable)

advantages = (advantages - advantages.mean()) / (advantages.std() + 1le
-8)

advantages = advantages.unsqueeze (1) # Shape: (B*G, 1)

# Compute probability ratio between new and old policies
ratio = torch.exp(new_per_token_logps - per_token_logps) # Shape: (B*
G, L)

# PPO clipping objective

eps = self.cliprange # e.g. 0.2

pg_lossesl = -advantages * ratio # Shape: (B*G, L)

pg_losses2 = -advantages * torch.clamp(ratio, 1.0 - eps, 1.0 + eps) #
Shape: (B*G, L)

pg_loss_max = torch.max(pg_lossesl, pg_losses2) # Shape: (B*G, L)

# Simple walue function loss
vi_loss = 0.5 * ((rewards - values) ** 2) # Shape: (B*G, L)

# Combine policy and value losses
per_token_loss = pg_loss_max + self.vf_coef * vf_loss # Shape: (B*G,

L)

# Apply completion mask and compute final loss

loss = ((per_token_loss * completion_mask).sum(dim=1) /
completion_mask.sum(dim=1)) .mean ()
# Scalar

# Compute metrics for logging
with torch.no_grad():
# Compute clipping fraction
clip_frac = ((pg_losses2 > pg_lossesl).float() * completion_mask).
sum() / completion_mask.sum()

# Compute approximate KL
approx_kl = 0.5 * ((new_per_token_logps - per_token_logps) **2).
mean ()

# Compute wvalue loss for logging
value_loss = vf_loss.mean ()

The core piece to understand with PPO is how the policy gradient loss is updated. Focus on
these three lines:

pg_lossesl = -advantages * ratio # Shape: (B*G, L)
pg_losses2 = -advantages * torch.clamp(ratio, 1.0 - eps, 1.0 + eps) #
Shape: (B*G, L)
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pg_loss_max = torch.max(pg_lossesl, pg_losses2) # Shape: (B*G, L)

pe_lossesl is the same as the vanilla advantage-based PR loss above, which is included
in PPO, but the loss (and gradient update) can be clipped. Though, PPO is controlling
the update size to not be too big. Because losses can be negative, we must create a more
conservative version of the vanilla policy gradient update rule.

We know that if we do not constrain the loss, the policy gradient algorithm will update the
weights exactly to the new probability distribution. Hence, by clamping the logratio’s, PPO
is limiting the distance that the update can move the policy parameters.

Finally, the max of two is taken as mentioned above, in order to take the more conservative
loss update.

For PPO, all of this happens while learning a value function, which opens more complexity,
but this is the core logic for the parameter update.

11.2.3.1 PPO/GRPO simplification with 1 gradient step per sample (no clip-
ping) PPO (and GRPO) implementations can be handled much more elegantly if the
hyperparameter “number of gradient steps per sample” is equal to 1. Many normal values for
this are from 2-4 or higher. In the main PPO or GRPO equations, see eq. 46, the “reference”
policy is the previous parameters — those used to generate the completions or actions. Thus,
if only one gradient step is taken, mp = my,,,, and the update rule reduces to the following
(the notation [y indicates a stop gradient):

-2 Z ( 7o (as|s Ai - ﬁDKL(7ﬁ9|7Tref)) : (61)
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This leads to PPO or GRPO implementations where the second policy gradient and clipping
logic can be omitted, making the optimizer far closer to standard policy gradient.

11.2.4 Group Relative Policy Optimization

The DeepSeekMath paper details some implementation details of GRPO that differ from
PPO [136], especially if comparing to a standard application of PPO from Deep RL rather
than language models. For example, the KL penalty within the RLHF optimization (recall
the KL penalty is also used when training reasoning models on verifiable rewards without a
reward model) is applied directly in the loss update rather to the reward function. Where
the standard KL penalty application for RLHF is applied as r = ry + Dk, the GRPO
implementation is along the lines of:

L= Lpolicy gradient — B * DKL

Though, there are multiple ways to implement this. Traditionally, the KL distance is
computed with respect to each token in the completion to a prompt s. For reasoning training,
multiple completions are sampled from one prompt, and there are multiple prompts in one
batch, so the KL distance will have a shape of [B, L, N], where B is the batch size, L is the
sequence length, and N is the number of completions per prompt.
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Putting it together, using the first loss accumulation, the pseudocode can be written as
below.

# B: Batch Size, L: Sequence Length, G: Number of Generations
# Compute grouped-wise rewards # Shape: (B,)

mean_grouped_rewards = rewards.view(-1, self.num_generations) .mean(dim
=1)

std_grouped_rewards = rewards.view(-1, self.num_generations).std(dim
=1)

# Normalize the rewards to compute the advantages

mean_grouped_rewards = mean_grouped_rewards.repeat_interleave (self.
num_generations, dim=0)
std_grouped_rewards = std_grouped_rewards.repeat_interleave (self.

num_generations, dim=0)
# Shape: (B*G,)

# Compute advantages

advantages = (rewards - mean_grouped_rewards) / (std_grouped_rewards +
le-4)
advantages = advantages.unsqueeze (1)

# Shape: (B*G, 1)

# Compute probability ratio between new and old policies
ratio = torch.exp(new_per_token_logps - per_token_logps) # Shape: (B*
G, L)

# PPO clipping objective

eps = self.cliprange # e.g. 0.2

pg_lossesl = -advantages * ratio # Shape: (B*G, L)

pg_losses2 = -advantages * torch.clamp(ratio, 1.0 - eps, 1.0 + eps) #
Shape: (B*G, L)

pg_loss_max = torch.max(pg_lossesl, pg_losses2) # Shape: (B*G, L)

# important to GRPO -- PPO applies this in reward traditionally

# Combine with KL penalty

per_token_loss = pg_loss_max + self.beta * per_token_kl # Shape: (B*G
k] L)

# Apply completion mask and compute final loss

loss = ((per_token_loss * completion_mask).sum(dim=1) /
completion_mask.sum(dim=1)) .mean ()
# Scalar

# Compute core metric for logging (KL, reward, etc. also logged)
with torch.no_grad():
# Compute clipping fraction
clip_frac = ((pg_losses2 > pg_lossesl).float() * completion_mask).
sum() / completion_mask.sum()

# Compute approxzimate KL
approx_kl = 0.5 * ((new_per_token_logps - per_token_logps) **2).
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mean ()

For more details on how to interpret this code, see the PPO section above.

11.2.4.1 RLOO vs. GRPO The advantage updates for RLOO follow very closely to
GRPO, highlighting the conceptual similarity of the algorithm when taken separately from
the PPO style clipping and KL penalty details. Specially, for RLOO, the advantage is
computed relative to a baseline that is extremely similar to that of GRPO — the completion
reward relative to the others for that same question. Concisely, the RLOO advantage estimate
follows as (expanded from TRL’s implementation):

# rloo_k --> number of completions per prompt

# rlhf_reward --> Initially a flat tensor of total rewards for all
completions. Length B = N z k

rlhf_reward = rlhf_reward.reshape(rloo_k, -1) #

# Now, Shape: (k, N), each column j contains the k rewards for prompt

7.
baseline = (rlhf_reward.sum(0) - rlhf_reward) / (rloo_k - 1)

# baseline --> Leave-one-out baseline rewards. Shape: (k, N)

# baselinel[i, j] is the avg reward of samples %' != i for prompt j.
advantages = rlhf_reward - baseline

# advantages --> Same Shape: (k, N)
advantages = advantages.flatten() # Same shape as original tensor

The rest of the implementation details for RLOO follow the other trade-offs of implementing
policy-gradient.

11.3 Auxiliary Topics

In order to master the application of policy-gradient algorithms, there are countless other
considerations. Here we consider some, but not all of these discussions.

11.3.1 Generalized Advantage Estimation (GAE)

Generalized Advantage Estimation (GAE) is an alternate method to compute the advantage
for policy gradient algorithms [129] that better balances the bias-variance tradeoff. Tradi-
tional single-step advantage estimates often suffer from high variance, while using complete
trajectories can introduce too much bias. GAE works by combining two ideas — multi-step
prediction and weighted running average (or just one of these).

Advantage estimates can take many forms, but we can define a k step advantage estimator
(similar to the TD residual at the beginning of the chapter) as follows:

re + 7V (st41) = V(st), n=1

N re+ 71 + 72V (se42) = V(se), n=

Agn) _ ' t t+ t+ t (62)
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Here a shorter k will have lower variance but higher bias as we are attributing more learning
power to each trajectory — it can overfit. GAE attempts to generalize this formulation into a
weighted multi-step average instead of a specific k. To start, we must define the temporal
difference (TD) residual of predicted value.

8 =re + vV (se1) — V(se) (63)

To utilize this, we introduce another variable A as the GAE mixing parameter. This folds
into an exponential decay of future advantages we wish to estimate:

AtGAE(%A) =(1- )‘)(141(51) + /\Af) + /\2121,(53) 4+ )

= (L= + A6 +701) + N6 +10 1 + 776 0) + )

==X A+A+N+ )+ A+ A2+ )+ ) (64)
= (=N x ok +oo)

= 2120(7)\)[62:-1

Intuitively, this can be used to average of multi-step estimates of Advantage in an elegant
fashion.

For further reading, see [144].

11.3.2 Double Regularization

Many popular policy gradient algorithms from Deep Reinforcement Learning originated due
to the need to control the learning process of the agent. In RLHF, as discussed extensively
in Chapter 8 on Regularization and in Chapter 4 on Problem Formulation, there is a
built in regularization term via the distance penalty relative to the original policy one is
finetuning. In this view, a large part of the difference between algorithms like PPO (which
have internal step-size regularization) and REINFORCE (which is simpler, and PPO under
certain hyperparameters reduces to) is far less meaningful for finetuning language models
than training agents from scratch.

In PPO, the objective that handles capping the step-size of the update is known as the
surrogate objective. To monitor how much the PPO regularization is impacting updates in
RLHF, one can look at the clip fraction variable in many popular implementations, which is
the percentage of samples in the batch where the gradients are clipped by this regularizer in
PPO. These gradients are reduced to a maximum value.

11.3.3 Further Reading

As RLHF has cemented itself at the center of modern post-training, other policy-gradient
RL algorithms and RL algorithms generally have been proposed to improve the training
process, but they have not had a central role in governing best practices. Examples for
further reading include:

o Pairwise Proximal Policy Optimization (P30) [145] uses pairwise data directly
in a PPO-style policy update without learning an intermediate reward model.

e Off-policy policy-gradient algorithms could enable further asynchronous training, such
as Contrastive Policy Gradient (CoPG) [146] (a generalization of the direct
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alignment algorithm TPO and vanilla policy gradient), which was used by Cohere for
their Command A model [147].

Other implementations of REINFORCE algorithms have been designed for language
models, such as ReMax [148], which implements a baseline normalization designed
specifically to accommodate the sources of uncertainty from reward model inference.

Some foundation models, such as Apple Intelligence Foundation Models [149] or Kimi
k1.5 reasoning model [150], have used variants of Mirror Descent Policy Opti-
mization (MDPO) [151]. Research is still developing further on the fundamentals
here [152], but Mirror Descent is an optimization method rather than directly a policy
gradient algorithm. What is important here is that it is substituted in very similarly
to existing RL infrastructure.

Decoupled Clip and Dynamic sAmpling Policy Optimization (DAPO) pro-
poses 4 modifications to GRPO to better suit reasoning language models, where long
traces are needed and new, underutilized tokens need to be increased in probability
[143]. The changes are: 1, have two different clip hyperparameters, €,y and enign, S0
clipping on the positive side of the logratio can take bigger steps for better exploration;
2, dynamic sampling, which removes all samples with reward = 0 or reward = 1 for all
samples in the batch (no learning signal); 3, use the per token loss as discussed above
in Implementation: GRPO; and 4, a soft penalty on samples that are too long to avoid
trying to learn from truncated answers.

Value-based Augmented Proximal Policy Optimization (VAPO) [153] combines
optimizations from DAPO (including clip-higher, token level policy-gradient, and
different length normalization) with insights from Value-Calibrated PPO [154] to
pretrain the value function and length-adaptive GAE to show the promise of value
base methods relative to GRPO.
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12 Direct Alignment Algorithms

Direct Alignment Algorithms (DAAs) allow one to update models to solve the same RLHF
objective without ever training an intermediate reward model or using reinforcement learning
optimizers. The most prominent DAA and one that catalyzed an entire academic movement
of aligning language models is Direct Preference Optimization (DPO) [19]. At its core,
DPO is using gradient ascent to solve the same constrained RLHF objective. Since its
release in May of 2023, after a brief delay where the community figured out the right data
and hyperparameters to use DPO with (specifically, surprisingly low learning rates), many
popular models have used DPO or its variants, from Zephyr-f kickstarting it in October of
2023 [20], Llama 3 Instruct [23], Tiilu 2 [21] and 3 [6], Nemotron 4 340B [24], and others.
Technically, Sequence Likelihood Calibration (SLiC-HF') was released first [155], but it did
not catch on due to a combination of luck and effectiveness.

The most impactful part of DPO and DAAs is lowering the barrier of entry to experimenting
with language model post-training.

12.1 Direct Preference Optimization (DPO)

Here we explain intuitions for how it works and re-derive the core equations fully.

12.1.1 How DPO Works

DPO at a surface level is directly optimizing a policy to solve the RLHF objective. The loss
function for this, which we will revisit below in the derivations, is a pairwise relationship of
log-probabilities. The loss function derived from a Bradley-Terry reward model follows:

e 9) g ol Y] g

L To; Tref) = —Bgy. v oD |l0g0O lo lo
DPO( 0 ef) ( ,yc,y,) D |: g (ﬁ g Wref(yc | x) g Wref(yr | x)

This relies on the implicit reward for DPO training that replaces using an external reward
model, which is a log-ratio of probabilities:

T (y | )

7Tref(y | $) (66)

r(z,y) = Blog

This comes from deriving the Bradley-Terry reward with respect to an optimal policy (shown
in eq. 80), as shown in the Bradley-Terry model section. Essentially, the implicit reward
model shows “the probability of human preference data in terms of the optimal policy rather
than the reward model.”

Let us consider the loss shown in eq. 65. The learning process is decreasing the loss. Here,
the loss will be lower when the log-ratio of the chosen response is bigger than the log-ratio
of the rejected response (normalized by the reference model). In practice, this is a sum of
log-probabilities of the model across the sequence of tokens in the data presented. Hence,
DPO is increasing the delta in probabilities between the chosen and rejected responses.

With the reward in eq. 66, we can write the gradient of the loss to further interpret what is
going on:
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Here, the gradient solves the above objective by doing the following;:

e The first term within the sigmoid function, o(-), creates a weight of the parameter
update from 0 to 1 that is higher when the reward estimate is incorrect. When the
rejected sample is preferred over the chosen, the weight update should be larger!

o Second, the terms in the inner brackets [-] increases the likelihood of the chosen response
ye and decreases the likelihood of the rejected ...

e These terms are weighted by [, which controls how the update balances ordering the
completions correctly relative to the KL distance.

The core intuition is that DPO is “fitting an implicit reward model whose corresponding
optimal policy can be extracted in a closed form” (thanks to gradient ascent and our ML
tools). What is often misunderstood is that DPO is learning a reward model at its core,
hence the subtitle of the paper Your Language Model is Secretly a Reward Model. 1t is
easy to confuse this with the DPO objective training a policy directly, hence studying the
derivations below are good for a complete understanding.

With the implicit reward model learning, DPO is generating an optimal solution to the
RLHF objective given the data in the dataset and the specific KL constraint in the objective
5. Here, DPO solves for the exact policy given a specific KL, distance because the generations
are not online as in policy gradient algorithms — a core difference from the RL methods for
preference tuning. In many ways, this makes the g value easier to tune with DPO relative
to online RL methods, but crucially and intuitively the optimal value depends on the model
being trained and the data training it.

At each batch of preference data, composed of many pairs of completions Ychosen > Yrejected,
DPO takes gradient steps directly towards the optimal solution. It is far simpler than policy
gradient methods.

12.1.2 DPO Derivation

The DPO derivation takes two primary parts. First, the authors show the form of the policy
that optimally solved the RLHF objective used throughout this book. Next, they show how
to arrive at that solution from pairwise preference data (i.e. a Bradley Terry model).

12.1.2.1 1. Deriving the Optimal RLHF Solution To start, we should consider the
RLHF optimization objective once again, here indicating we wish to maximize this quantity:

max Erx [ro(st, ar)] = BDxr (™ ([se) [ 77 (-]st)). (68)
First, let us expand the definition of KL-divergence,

m(y|x)

maxE,pE, r(x,y) — Blo
pa D Yy (y\;c) ( y) 5 gﬂ'ref(ylx)
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Figure 13: DPO simplicity meme, credit Tom Goldstein.
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Next, pull the negative sign out of the difference in brackets. To do this, split it into two
terms:

w(y|x
= m;?X (EwNDEyww(y|I) [’I"(,CE7 y)] - BExN'D]Eywﬂ'(y\z) I:IOg ’/T(f(|y|’i’):| ) (70)

Then, remove the factor of —1 and S,

. (ylz)
= mT}n <_]E1~DEyN7r(y|m) [T(xv y)] + ﬁEIN'DEywﬂ(y\x) |:10g Wref(y|x):|) (71)
Divide by 8 and recombine:
. (y|z) 1 })
=min | E, .pE,r(yiz) |log ——F~ — =r(x, 72
™ < e~D Ry~ (yle) |: gwref(y"x) B ( y) ( )

Next, we must introduce a partition function, Z(x):

zcw::§jWWKwamp(;rmam) (73)

The partition function acts as a normalization factor over the reference policy, summing over
all possible responses y to a prompt . With this substituted in, we obtain our intermediate
transformation:

min By pEyriyz) |log ’ m(yle) - —log Z(z) (74)
T mﬂ-ref(y‘x) exp (Er($7 y))

To see how this is obtained, consider the internal part of the optimization in brackets of
eq. 72:

nlyl) 1

Then, add log Z(z) — log Z(x) to both sides:

o T(ylz) 1 N
= log — 67’(:1:, y) +log Z(x) — log Z(x) (76)
Then, we group the terms:
= (log _mlwlr) + log Z(:E)) —log Z(x) — l7"(36 y) (77)
ﬂ'ref(y|'r) ﬁ ’

With log(z) + log(y) = log(z - y) (and moving Z to the denominator), we get:
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L@y (78)

:logw —log Z(x) — 3

%ﬂ-ref(:wx)

Next, we expand %r(m, y) to logexp %r(x, y) and do the same operation to get eq. 74. With
this optimization form, we need to actually solve for the optimal policy 7*. To do so, let us
consider the above optimization as a KL distance:

win s B, (010l gt exp (o)) ) ~rowz)  (19)

Since the partition function Z(z) does not depend on the final answer, we can ignore it. This
leaves us with just the KL distance between our policy we are learning and a form relating
the partition, 3, reward, and reference policy. The Gibb’s inequality tells this is minimized
at a distance of 0, only when the two quantities are equal! Hence, we get an optimal policy:

7 (yke) = ) = mlyle)exp (;m,y)) (80)

12.1.2.2 2. Deriving DPO Objective for Bradley Terry Models To start, recall
from Chapter 7 on Reward Modeling and Chapter 6 on Preference Data that a Bradley-Terry
model of human preferences is formed as:

) _ €Xp (T*(x7y1)) (81)

P =y2 |z " ”
( ) = S @ u) + o (7 (@3]

By manipulating eq. 80 by taking the logarithm of both sides and performing some algebra,
one can obtain the DPO reward as follows:

™(y | x)
r(z,y) = ﬂIOgiref(m)

We then can substitute the reward into the Bradley-Terry equation shown in eq. 81 to obtain:

+ Blog Z(x) (82)

exp (Blog ZWIE + Blog Z(x))

7"ref(yl |$)

exp (Blog ZlD + Blog Z(x) ) + exp (Blog Z G2 4 Blog Z(x) )
(83)

P (yr =y |2) =

a+b

By decomposing the exponential expressions from e to e%e’ and then cancelling out the

terms €'°8(Z(*) | this simplifies to:

exp (9log 78 )

€xp ('B log Tl'ref(?{yll‘iz))) +exp (ﬁ log Tfref(yy22|‘m-1/))>

Py =y | x) = (84)
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Then, multiply the numerator and denominator by exp (—B log m) to obtain:

Tref(y1]z)

1

p*(yl = Y2 | SC) = 7 (y2|2) o (y1|z) (85)
1+ exp (Blogm _BIOgm>
Finally, with the definition of a sigmoid function as o(z) = == +i_$, we obtain:
" _ ™ (| 2) (Y2 | @)
P (yr>-y2|w) =0 Blog —pBlo (86)
Wrcf(yl | (E) 7Trcf<y2 | 1’)

This is the loss function for DPO, as shown in eq. 65. The DPO paper has an additional
derivation for the objective under a Plackett-Luce Model, which is far less used in practice
[19].

12.1.2.3 3. Deriving the Bradley Terry DPO Gradient We used the DPO gradient

shown in eq. 67 to explain intuitions for how the model learns. To derive this, we must take
the gradient of eq. 86 with respect to the model parameters.

o (Ye|T o (Yr|T
VgﬁDpo (7‘(‘9; 7Tref) = _VG]E(w,yC,yT)ND [log ag <ﬁ log M - ﬂ log 9(y|)>:| (87)

Wref(yc |IE) 7Tref(yr |(E)
To start, this can be rewritten. We know that the derivative of a sigmoid function %a(m) =
o(z)(1 — o(z)), the derivative of logarithm - logz = 1, and properties of sigmoid o(—x) =

1 —o(z), so we can reformat the above equation.

First, define the expression inside the sigmoid as u = Slog % — Blog % Then,

we have

o' (u)
VoLpro(7e; Tret) = —E(z,yo,y,)~D {U(u) Veu} (88)

Expanding this and using the above expressions for sigmoid and logarithms results in the
gradient introduced earlier:

Ey .y [ﬁo (6 log m ~ Blog M) (Vo log m(yelz) — Vo log m(y,|2)]
(89)

12.2 Numerical Concerns, Weaknesses, and Alternatives

Many variants of the DPO algorithm have been proposed to address weaknesses of DPO. For
example, without rollouts where a reward model can rate generations, DPO treats every pair
of preference data with equal weight. In reality, as seen in Chapter 6 on Preference Data,
there are many ways of capturing preference data with a richer label than binary. Multiple
algorithms have been proposed to re-balance the optimization away from treating each pair
equally.
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« REgression to RElative REward Based RL (REBEL) adds signal from a reward

model, as a margin between chosen and rejected responses, rather than solely the
pairwise preference data to more accurately solve the RLHF problem [118].
Conservative DPO (cDPO) and Identity Preference Optimization (IPO)
address the overfitting by assuming noise in the preference data. cDPO assumes
N percent of the data is incorrectly labelled [19] and TPO changes the optimization
to soften probability of preference rather than optimize directly from a label [156].
Practically, IPO changes the preference probability to a nonlinear function, moving
away from the Bradley-Terry assumption, with ¥(q) = log (1%(1).

DPO with an offset (ODPO) “requires the difference between the likelihood of the
preferred and dispreferred response to be greater than an offset value” [157] — do not
treat every data pair equally, but this can come at the cost of a more difficult labeling
environment.

Some variants to DPO attempt to either improve the learning signal by making small changes
to the loss or make the application more efficient by reducing memory usage.

DPC Margin (Higher is better)

e Odds Ratio Policy Optimization (ORPO) directly updates the policy model with

a pull towards the chosen response, similar to the instruction finetuning loss, with a
small penalty on the chosen response [158]. This change of loss function removes the
need for a reference model, simplifying the setup. The best way to view ORPO is DPO
inspired, rather than a DPO derivative.

Simple Preference Optimization SimPO makes a minor change to the DPO
optimization, by averaging the log-probabilities rather than summing them (SimPO)
or adding length normalization, to improve performance [159].

Response Log-probabilities

REJECTED

b b
I I

Training Steps Training Steps

Figure 14: Sketch of preference displacement in DPO.

One of the core issues apparent in DPO is that the optimization drives only to increase the
margin between the probability of the chosen and rejected responses. Numerically, the model
reduces the probability of both the chosen and rejected responses, but the rejected response is
reduced by a greater extent as shown in fig. 14. Intuitively, it is not clear how this generalizes,
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but work has posited that it increases the probability of unaddressed for behaviors [160]
[161]. Simple methods—such as Cal-DPO [162], which adjusts the optimization process, and
AlphaPO [163], which modifies the reward shape—mitigate this preference displacement.
In practice, the exact impact of this is not well known, but points are a potential reason
why online methods can outperform vanilla DPO.

The largest other reason that is posited for DPO-like methods to have a lower ceiling on
performance than online (RL based) RLHF methods is that the training signal comes from
completions from previous or other models. Online variants that sample generations from the
model, e.g. Online DPO [164], even with regular reward model relabelling of newly created
creations Discriminator-Guided DPO (D2PO) [165], alleviate these by generating new
completions for the prompt and incorporating a preference signal at training time.

There is a long list of other DAA variants, such as Direct Nash Optimization (DNO) [166] or
Binary Classifier Optimization (BCO) [167], but the choice of algorithm is far less important
than the initial model and the data used [6] [168] [169].

12.3 Implementation Considerations

DAAs such as DPO are implemented very differently than policy gradient optimizers. The
DPO loss, taken from the original implementation, largely can be summarized as follows [19]:

pi_logratios = policy_chosen_logps - policy_rejected_logps
ref_logratios = reference_chosen_logps - reference_rejected_logps

logits = pi_logratios - ref_logratios # also known as h_{\pi_\theta

FAy_w,y_ L}

losses = -F.logsigmoid(beta * logits)

chosen_rewards = beta * (policy_chosen_logps - reference_chosen_logps)
.detach ()

rejected_rewards = beta * (policy_rejected_logps -

reference_rejected_logps) .detach()

This can be used in standard language model training stacks as this information is already
collated during the forward pass of a model (with the addition of a reference model).

In most ways, this is simpler and an quality of life improvement, but also they offer a different
set of considerations.

1. KL distance is static: In DPO and other algorithms, the KL distance is set explicitly
by the 8 parameter that balances the distance penalty to the optimization. This is due
to the fact that DPO takes gradient steps towards the optimal solution to the RLHF
objective given the data — it steps exactly to the solution set by the 5 term. On the
other hand, RL based optimizers take steps based on the batch and recent data.

2. Caching log-probabilities: Simple implementations of DPO do the forward passes
for the policy model and reference models at the same time for conveniences with
respect to the loss function. Though, this doubles the memory used and results in
increased GPU usage. To avoid this, one can compute the log-probabilities of the
reference model over the training dataset first, then reference it when computing the
loss and updating the parameters per batch, reducing the peak memory usage by 50%.
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12.4 DAAs vs. RL: Online vs. Offline Data

Broadly, the argument boils down to one question: Do we need the inner workings of
reinforcement learning, with value functions, policy gradients, and all, to align language
models with RLHF? This, like most questions phrased this way, is overly simplistic. Of course,
both methods are well-established, but it is important to illustrate where the fundamental
differences and performance manifolds lie.

Multiple reports have concluded that policy-gradient based and RL methods outperform
DPO and its variants. The arguments take different forms, from training models with
different algorithms but controlled data[139] [170] or studying the role of on-policy data
within the RL optimization loop [171]. In all of these cases, DPO algorithms are a hair
behind.

Even with this performance delta, DAA are still used extensively in leading models due to
its simplicity. DAAs provide a controlled environment where iterations on training data and
other configurations can be made rapidly, and given that data is often far more important
than algorithms, using DPO can be fine.

With the emergence of reasoning models that are primarily trained with RL, further invest-
ment will return to using RL for preference-tuning, which in the long-term will improve
the robustness of RL infrastructure and cement this margin between DAAs and RL for
optimizing from human feedback.
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13 Constitutional AI & AI Feedback

RL from AI Feedback (RLAIF) is a larger set of techniques for using AI to augment or
generate feedback data, including pairwise preferences [172] [173] [174]. There are many
motivations to using RLAIF to either entirely replace human feedback or augment it. Al
models are far cheaper than humans, with a single piece of human preference data costing
on the order of $1 or higher (or even above $10 per prompt), Al feedback with a frontier
AT model, such as GPT-40 costs less than $0.01. This cost difference opens the market of
experimentation with RLHF methods to an entire population of people previously priced out.
Other than price, Al feedback introduces different tradeoffs on performance than human
feedback, which are still being investigated. The peak performance for Al feedback is at
least in the same ballpark of human data on skill-based evaluations, but it is not studied if
human data allows finer control of the models in real-world product settings or for newer
training methods such as character training.

The term RLAIF was introduced in Anthropic’s work Constitutional AI: Harmlessness
from AI Feedback [18], which resulted in initial confusion in the Al community over the
relationship between the methods. Since the release of the Constitutional AI (CAI) paper and
the formalization of RLAIF, RLAIF has become a default method within the post-training
and RLHF literatures — there are far more examples than one can easily enumerate. The
relationship should be understood as CAI was the example that kickstarted the broader field
of RLATF.

A rule of thumb for the difference between human data and Al feedback data is as follows:

1. Human data is high-noise and low-bias,
2. Synthetic preference data is low-noise and high-bias,

Results in many academic results showing how one can substitute Al preference data in
RLHF workflows and achieve strong evaluation scores [175], but shows how the literature of
RLHF is separated from industrial best practices.

13.1 Constitutional Al

The method of Constitutional AI (CAI), which Anthropic uses extensively in their Claude
models, is the earliest, large-scale use of synthetic data for RLHF training. Constitutional
AT has two uses of synthetic data:

1. Critiques of instruction-tuned data to follow a set of principles like “Is the answer
encouraging violence” or “Is the answer truthful” When the model generates answers
to questions, it checks the answer against the list of principles in the constitution,
refining the answer over time. Then, they fine-tune the model on this resulting dataset.

2. Generates pairwise preference data by using a language model to answer which comple-
tion was better, given the context of a random principle from the constitution (similar
to this paper for principle-guided reward models). Then, RLHF proceeds as normal
with synthetic data, hence the RLAIF name.

Largely, CAI is known for the second half above, the preference data, but the methods
introduced for instruction data are used in general data filtering and synthetic data generation
methods across post-training.

CAI can be formalized as follows.
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By employing a human-written set of principles, which they term a constitution, Bai et
al. 2022 use a separate LLM to generate artificial preference and instruction data used for
fine-tuning [18]. A constitution C is a set of written principles indicating specific aspects to
focus on during a critique phase. The instruction data is curated by repeatedly sampling
a principle ¢; € C and asking the model to revise its latest output y* to the prompt x to
align with ¢;. This yields a series of instruction variants {y°,y*,--- ,y"} from the principles
{co,c1, - ,cn—1} used for critique. The final data point is the prompt z together with the
final completion y", for some n.

The preference data is constructed in a similar, yet simpler way by using a subset of principles
from C as context for a feedback model. The feedback model is presented with a prompt x,
a set of principles {co, -+ , ¢, }, and two completions yy and y; labeled as answers (A) and
(B) from a previous RLHF dataset. The feedback models’ probability of outputting either
(A) or (B) is recorded as a training sample for the reward model

13.2 Specific LLMs for Judgement

As RLAIF and LLM-as-a-judge has become more prevalent, many have wondered if we
should be using the same models for generating responses as those for generating critiques or
ratings. Multiple models have been released with the goal of substituting for frontier models
as a data labeling tool, such as critic models Shepherd [176] and CriticLLM [177] or models
for evaluating response performance akin to Auto-J [178], Prometheus [93], Prometheus 2
[179], or Prometheus-Vision [180] but they are not widely adopted in documented training
recipes.

13.3 Further Reading

There are many related research directions and extensions of Constitutional AI, but few of
them have been documented as clear improvements in RLHF and post-training recipes. For
now, they are included as further reading.

o OpenAl has released a Model Spec [78], which is a document stating the intended
behavior for their models, and stated that they are exploring methods for alignment
where the model references the document directly (which could be seen as a close peer
to CAI). OpenAl has continued and trained their reasoning models such as ol with a
method called Deliberative Alignment [181] to align the model while referencing these
safety or behavior policies.

e Anthropic has continued to use CAI in their model training, updating the constitution
Claude uses [182] and experimenting with how population collectives converge on
principles for models and how that changes model behavior [183].

e The open-source community has explore replications of CAI applied to open datasets
[184] and for explorations into creating dialogue data between LMs [185].

e Other work has used principle-driven preferences or feedback with different optimization
methods. [186] uses principles as context for the reward models, which was used to
train the Dromedary models [187]. [36] uses principles to improve the accuracy of
human judgments in the RLHF process.
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14 Reasoning Training & Inference-Time Scaling

At the 2016 edition of the Neural Information Processing Systems (NeurIPS) conference,
Yann LeCun first introduced his now-famous cake metaphor for where learning happens in
modern machine learning systems:

If intelligence is a cake, the bulk of the cake is unsupervised learning, the icing
on the cake is supervised learning, and the cherry on the cake is reinforcement
learning (RL).

This analogy is now largely complete with modern language models and recent changes to
the post-training stack. In this analogy:

e Self-supervised learning on vast swaths of internet data makes up the majority of the
cake (especially when viewed in compute spent in FLOPs),

o The beginning of post-training in supervised finetuning (SFT) for instructions tunes the
model to a narrower distribution (along with the help of chosen examples for RLHF),
and

o Finally “pure” reinforcement learning (RL) is the cherry on top.

We learn just “a few bits” of information with RL in just a few training samples. This little
bit of reasoning training emerged with reasoning models that use a combination of the
post-training techniques discussed in this book to align preferences along with RL training
on verifiable domains to dramatically increase capabilities such as reasoning, coding, and
mathematics problem solving.

The training method for these models, Reinforcement Learning with Verifiable Rewards
(RLVR) [6], proceeds very similarly to RLHF, but it makes the reward model optional in
lieu of a scoring function that returns a positive reward when the answer is correct and 0
otherwise.

The first models to successfully deploy this type of training were OpenAT’s ol [47] and the
open-weight model DeepSeek R1 [138]. Soon after, the the entire AI industry prioritized
this training process and model style. The core change here is more of a reallocation of the
stages of training and the priority of different behaviors rather than this type of RL setup
being entirely new. Reasoning models brought an era where scaling RL training is expected.

As for the type of behavior these models accrue, consider the following example with DeepSeek
V3 0325 versus their reasoning model, DeepSeek R1, on the query Write me a short poem
about a goldfish. DeepSeek V3 is very to the point:

Goldfish Dreams

In a bowl of glass so clear and round, A tiny goldfish swims without a sound.
With scales that gleam like sunlight’s kiss, He drifts along in watery bliss.

A flick of fin, a flash so bright, Chasing bubbles in the light. Does he dream of
oceans wide? Or is his little world enough—his pride?

Meanwhile, DeepSeek R1’s experience is different. It first generates numerous thinking
tokens to craft a response before responding to the user. The answer appears as:

<thinking> Okay, the user wants a short poem about a goldfish. Let me start by
brainstorming some goldfish-related imagery. Goldfish are often in bowls, right?
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Verifiable

Reward e
. {’)’ if correct

0 otherwise

S; Agent a;

9t+1 = 9,5 + G!V@J(ﬂ'g)

Figure 15: RLVR in the form of an RL feedback loop. Instead of a reward model, we use a
verification function.
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b2

So maybe start with the setting. Words like “gilded bowl” or “crystal globe
could work.

Next, think about the movement of the goldfish. They swim smoothly, so words
like “dart”, “glide”, or “swirl” come to mind. Maybe describe their fins as “silken’
to emphasize delicacy.

)

Then, consider the environment around the goldfish. Sunlight through water
creates shimmering effects. Words like “sunbeams dance” or “ripples spin” might
capture that. Including elements like castles or pebbles adds a playful touch.

Themes? Maybe the contrast between the goldfish’s small world and its perception
of freedom. The bowl as a universe, tiny but complete. Ending with a sense of
mystery or silent observation could give depth. Need to keep it concise, maybe
four stanzas with a rhyme scheme. Let me check the rhythm and flow. Avoid
clichés but keep it accessible. Alright, let’s piece it together. </thinking>

Gilded Dreams in Liquid Glass

A gilded bowl, a crystal globe, Where tiny tides in silence flow— A flash of
orange, a whispered robe, You dart through sunlit indigo.

Your world is small, yet boundless too— Each pebble, castle, weed unfurled. The
surface bends the sky to blue, And ripples spin your liquid world.

You glide through myths we’ll never know, A silent monarch, veiled in mist. Do
dreams drift where the bubbles go? Or memories in amethyst?

We watch you trace your endless sphere— A universe within a tear.

The tokens in the <thinking> tags is the model’s reasoning. For more complex problems the
reasoning stage can take thousands of tokens before producing an answer. So, long-context
language models were a prerequisite to advanced reasoning behavior, but that is not the
focus of this chapter.

The core intuition for how this training works is that for a given model, we repeat the
following cycle:

1. Sample multiple answers to multiple questions,
2. Take gradient steps towards the answers that are correct, and
3. Repeat, revisiting the same data.

Remarkably, this extremely simple approach (when done with a careful distribution of data
and stable training infrastructure) helps the models learn by revisiting the same questions
again and again. Even more remarkable is that the improvements on these training questions
generalize to questions and (some) domains the models have never seen!

This simple approach allows the models to lightly search over behavior space and the RL
algorithm increases the likelihood of behaviors that are correlated with correct answers.

14.1 Why Does RL Work Now?

Despite many, many takes that “RL doesn’t work yet” [188] or paper’s detailing deep
reproducibility issues with RL [189], the field overcame it to find high-impact applications.
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The takeoff of RL-focused training on language models indicates steps in many fundamental
issues for the research area, including:

e Stability of RL can be solved: For its entire existence, the limiting factor on RL’s
adoption has been stability. This manifests in two ways. First, the learning itself can
be fickle and not always work. Second, the training itself is known to be more brittle
than standard language model training and more prone to loss spikes, crashes, etc.
Countless releases are using this style of RL training and substantial academic uptake
has occurred. The technical barriers to entry on RL are at an all time low.

e Open-source versions already “exist”: Many tools already exist for training
language models with RLVR and related techniques. Examples include TRL [41], Open
Instruct [6], veRL [190], and OpenRLHF [191], where many of these are building on
optimizations from earlier in the arc of RLHF and post-training. The accessibility of
tooling is enabling a large uptake of research that’ll likely soon render this chapter out
of date.

Multiple resources point to RL training for reasoning only being viable on leading models
coming out from about 2024 onwards, indicating that a certain level of underlying capability
was needed in the models before reasoning training was possible.

14.2 RL Training vs. Inference Time Scaling

Training with Reinforcement Learning to elicit reasoning behaviors and performance on
verifiable domains is closely linked to the ideas of inference time scaling. Inference-time scaling,
also called test-time scaling, is the general class of methods that use more computational
power at inference in order to perform better at a downstream tasks. Methods for inference-
time scaling were studied before the release of DeepSeek R1 and OpenAl’s ol, which both
massively popularized investment in RL training specifically. Examples include value-guided
sampling [192] or repeated random sampling with answer extraction [193]. Beyond this,
inference-time scaling can be used to improve more methods of Al training beyond chain of
thought reasoning to solve problems, such as with reward models that consider the options
deeply [92] [194].

RL training is a short path to inference time scaling laws being used, but in the long-term we
will have more methods for eliciting the inference-time tradeoffs we need for best performance.
Training models heavily with RL changes them so that they generate more tokens per response
in a way that is strongly correlated with downstream performance. This is a substantial shift
from the length-bias seen in early RLHF systems [9], where the human preference training
had a side effect of increasing response rate for marginal gains on preference rankings.

Downstream of the RL trained models there are many methods being explored to continue to
push the limits of reasoning and inference-time compute. These are largely out of the scope of
this book due to their rapidly evolving nature, but they include distilling reasoning behavior
from a larger RL trained model to a smaller model via instruction tuning [195], composing
more inference calls [196], and more. What is important here is the correlation between
downstream performance and an increase in the number of tokens generated — otherwise it
is just wasted energy.
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14.3 The Future (Beyond Reasoning) of Reinforcement Finetuning

In many domains, these new flavors of RLVR and reinforcement finetuning are much more
aligned with the goals of developers by being focused on performance rather than behavior.
Standard finetuning APIs generally use a parameter-efficient finetuning method such as LoRA
with supervised finetuning on instructions. Developers pass in prompts and completions and
the model is tuned to match that by updating model parameters to match the completions,
which increases the prevalence of features from your data in the models generations.

Reinforcement finetuning is focused on matching answers. Given queries and correct answers,
RFT helps the model learn to get the correct answers. While standard instruction tuning
is done with 1 or 2 epochs of loss updates over the data, reinforcement finetuning gets its
name by doing hundreds or thousands of epochs over the same few data points to give the
model time to learn new behaviors. This can be viewed as reinforcing positive behaviors
that would work sparingly in the base model version into robust behaviors after RFT.

The scope of RL training for language models continues to grow: The biggest
takeaway from ol and R1 on a fundamental scientific level was that we have even more ways
to train language models to potentially valuable behaviors. The more open doors that are
available to researchers and engineers, the more optimism we should have about AI’s general
trajectory.
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15 Synthetic Data & Distillation

Reinforcement learning from human feedback is deeply rooted in the idea of keeping a human
influence on the models we are building. When the first models were trained successfully
with RLHF, human data was the only viable way to improve the models in this way.

Humans were the only way to create high enough quality responses to questions to train
on them. Humans were the only way to collect reliable and specific feedback data to train
reward models.

As AT models got better, this assumption rapidly broke down. The possibility of synthetic
data, which is far cheaper and easier to iterate on, enabled the proliferation from RLHF
being the center of attention to the idea of a broader “post-training” shaping the models.

Many reports have been made on how synthetic data causes “model collapse” or other issues
in models [197], but this has been emphatically rebuked in leading language models [198]
[199]. Synthetic data can cause models to have performance issues, but this is caused by
using repetitive data or solely data outputted by the model being trained (narrowing its
potential distribution) rather than well-rounded data sources.

The leading models need synthetic data to reach the best performance. Synthetic data in
modern post-training encompasses many pieces of training — language models are used to
generate new training prompts from seed examples [200], modify existing prompts, generate
completions to prompts [201], provide AI feedback to create preference data [22], filter
completions [202], and much more. Synthetic data is key to post-training.

The ability for synthetic data to be impactful to this extent emerged with GPT-4 class
models. With early language models, such as Llama 2 and GPT-3.5-Turbo, the models were
not reliable enough in generating or supervising data pipelines. Within 1-2 years, language
models were far superior to humans for generating answers. In the transition from GPT-3.5
to GPT-4 class models, the ability for models to perform LLM-as-a-judge tasks also emerged.
GPT-4 or better models are far more robust and consistent in generating feedback or scores
with respect to a piece of content.

Since this transition, the role of synthetic data has only grown in language model training.
Otherwise, there are two clear areas where human data continues to be important.

1. The role of human data continues to be at the fringe of capabilities in models — humans
must generate data where AI’s do not yet have any ability. Once the first strong model
exists, synthetic data proliferates.

2. Human preference data is still used in the leading models, even though academic work
shows synthetic versions to perform just as well. The role of human preferences is still
being established in the literature.

The term distillation has been the most powerful form of discussion around the role of
synthetic data in language models. Distillation as a term comes from a technical definition
of teacher-student knowledge distillation from the deep learning literature [50].

Distillation colloquially refers to using the outputs from a stronger model to train a smaller
model. In post-training, this general notion of distillation takes two common forms:

1. As a data engine to use across wide swaths of the post-training process: Completions
for instructions, preference data (or Constitutional AI), or verification for RL.
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2. To transfer specific skills from a stronger model to a weaker model, which is often done
for specific skill such as mathematic reasoning or coding.

The first strategy has grown in popularity as language models evolved to be more reliable
than humans at writing answers to a variety of tasks. GPT-4 class models expanded the
scope of this to use distillation of stronger models for complex tasks such as math and
code (as mentioned above). Here, distillation motivates having a model suite where often a
laboratory will train a large internal model, such as Claude Opus or Gemini Ultra, which is
not released publicly and just used internally to make stronger models. With open models,
common practice is to distill training data from closed API models into smaller, openly
available weights [20]. Within this, curating high-quality prompts and filtering responses
from the teacher model is crucial to maximize performance.

Transferring specific skills into smaller language models uses the same principles of distillation
— get the best data possible for training. Here, many papers have studying using limited
datasets from stronger models to improve alignment [12], mathematic reasoning [203] [204],
and test-time scaling [195].
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16 Ewvaluation

Evaluation is an ever evolving approach. The key to understanding language model evaluation,
particularly with post-training, is that the current popular evaluation regimes represents a
reflection of the popular training best practices and goals. While challenging evaluations
drive progress in language models to new areas, the majority of evaluation is designed around
building useful signals for new models.

In many ways, this chapter is designed to present vignettes of popular evaluation regimes
throughout the early history of RLHF, so readers can understand the common themes,
details, and failure modes.

Evaluation for RLHF and post-training has gone a few distinct phases in its early history:

1. Early chat-phase: Early models trained with RLHF or preference tuning targeted
evaluations focused on capturing the chat performance of a model, especially relative
to known strong models such as GPT-4. Early examples include MT-Bench [86],
AlpacaEval [87], and Arena-Hard [88]. Models were evaluated narrowly and these are
now considered as “chat” or “instruction following” domains.

2. Multi-skill era: Over time, common practice established that RLHF can be used to im-
prove more skills than just chat. For example, the Tiilu evaluation suite included tasks
on knowledge (MMLU [205], PopQA [206], Truthful QA [207]), Reasoning (BigBench-
Hard [208], DROP [209]), Math (MATH [210], GSMS8K [211]), Coding (HumanEval
[212], HumanEval+ [213]), Instruction Following [214], and Safety (a composite of
many evaluations). This reflects the domain where post-training is embraced as a
multi-faceted solution beyond safety and chat.

3. Reasoning & tools: The current era for post-training is defined by a focus on
challenging reasoning and tool use problems. These include much harder knowledge-
intensive tasks such as GPQA Diamond [215] and Humanity’s Last Exam [216], intricate
software engineering tasks such as SWE-Bench+ [217] and LiveCodeBench [218], or
challenging math problems exemplified by recent AIME contests.

Beyond this, new domains will evolve. As Al becomes more of a industrialized field, the
incentives of evaluation are shifting and becoming multi-stakeholder. Since the release
of ChatGPT, private evaluations such as the Scale Leaderboard [219], community driven
evaluations such as ChatBotArena [72], and third part evaluation companies such as Ar-
tificialAnalysis and Epoch AI have proliferated. Throughout this chapter we will include
details that map to how these evaluations were implemented and understood.

16.1 Prompting Formatting: From Few-shot to Zero-shot to CoT

Prompting language models is primarily a verb, but it is also considered a craft or art
that one can practice and/or train in general [220]. A prompt is the way of structuring
information and context for a language model. For common interactions, the prompt is
relatively basic. For advanced scenarios, a well crafted prompt will mean success or failure
on a specific one-off use-case.

When it comes to evaluation, prompting techniques can have a substantial impact on the
performance of the model. Some prompting techniques — e.g. formatting discussed below —
can make a model’s performance drop from 60% to near 0. Similarly, a change of prompt can
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help models learn better during training. Colloquially, prompting a model well can give the
subjective experience of using future models, unlocking performance outside of normal use.

Prompting well with modern language models can involve preparing an entire report for
the model to respond to (often with 1000s of tokens of generated text). This behavior is
downstream of many changes in how language model performance has been measured and
understood.

Early language models were only used as intelligent autocomplete. In order to use these
models in an more open ended way, multiple examples were shown to the model and then
a prompt that is an incomplete phrase. This was called few-shot or in-context learning
[119], and at the time instruction tuning or RLHF was not involved. In the case of popular
evaluations, this would look like:

# Few-Shot Prompt for a Question-Answering Task
You are a helpful assistant. Below are example interactions to guide
your style:

### Example 1
User: "What is the capital of France?"
Assistant: "The capital of France is Paris."

### Example 2
User: "Who wrote the novel '1984'?"
Assistant: "George Orwell wrote '1984.'"

# Now continue the conversation using the same style.
User: "Can you explain what a neural network is?"
Assistant:

Here, there are multiple ways to evaluate an answer. If we consider a question in the style of
MMLU, where the model has to choose between multiple answers:

# Few-Shot Prompt
Below are examples of MMLU-style questions and answers:

### Example 1

Q: A right triangle has legs of lengths 3 and 4. What is the length of
its hypotenuse?

Choices:

(A) 5

(B) 6

w) 7

(D) 8

Correct Answer: (A)

### Example 2

Q: Which of the following is the chemical symbol for Sodium?
Choices:

(A) Na

(B) 8
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(C) N
(D) Ca

Correct Answer: (A)
### Now answer the new question in the same style:

Q: Which theorem states that if a function f is continuous on a closed
interval [a,b], then f must attain both a maximum and a minimum

on that interval?

Choices:

(A) The Mean Value Theorem

(B) The Intermediate Value Theorem

(C) The Extreme Value Theorem

(D) Rolle's Theorem

Correct Answer:

To extract an answer here one could either generate a token based on some sampling
parameters and see if the answer is correct, A,B,C, or D (formatting above like this proposed
in [221]), or one could look at the probabilities of each token and mark the task as correct if
the correct answer is more likely. This second method has two potential implementations
— first, one could look at the probability of the letter (A) or the answer “The Mean Value
Theorem.” Both of these are permissible metrics, but answer prediction is more common
among probability base metrics.

A common challenge with few-shot prompting is that models will not follow the format,
which is counted as an incorrect answer. When designing an evaluation domain, the number
of examples used in-context is often considered a design parameter and ranges from 3 to 8 or
more.

Within the evolution of few-shot prompting came the idea of including chain-of-thought
examples for the model to follow. This comes in the form of examples where the in-context
examples have written out reasoning, such as below (which later was superseded by explicit
prompting to generate reasoning steps) [53]:

# standard prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each
can has 3 tennis balls. How many tennis balls does he have now?

A: The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to make lunch and
bought 6 more, how many apples do they have?

A: The answer is
# chain of thought prompting
Q: Roger has 5 tennis balls. He buys 2 more cans of tennis balls. Each

can has 3 tennis balls. How many tennis balls does he have now?

A: Roger started with 5 balls. 2 cans of 3 tennis balls each is 6

94



tennis balls. 5 + 6 = 11. The answer is 11.

Q: The cafeteria had 23 apples. If they used 20 to make lunch and
bought 6 more, how many apples do they have?

A: The cafeteria had 23 apples originally. They..

Over time, as language models became stronger, they evolved to zero-shot evaluation, a.k.a.
“zero-shot learners” [222]. The Finetuned Language Net (FLAN) showed that language models
finetuned in specific tasks, as a precursor to modern instruction tuning, could generalize to
zero-shot questions they were not trained on [222] (similar results are also found in TO [223]).
This is the emergence of instruction finetuning (IFT), an important precursor to RLHF and
post-training. A zero shot question would look like:

User: "What is the capital of France?"
Assistant:

From here in 2022, the timeline begins to include key early RLHF works, such as InstructGPT.
The core capability and use-case shift that accompanied these models is even more open-
ended usage. With more open-ended usage, generative evaluation became increasingly
popular as it mirrors actual usage. In this period through recent years after ChatGPT,
some multiple-choice evaluations were still used in RLHF research as a holdback to common
practice.

With the rise of reasoning models at the end of 2024 and the beginning of 2025, a major
change in model behavior was the addition of a long Chain-of-Thought (CoT) reasoning
process before every answer. These models no longer needed to be prompted with the
canonical modification of “think step by step,” as proposed in [224].

For example, for every prompt there can specially designed prompts to help extract behavior
from the model. Tiilu 3 details some prompts used for CoT answering on multiple choice
questions [6]:

Answer the following multiple-choice question by giving the correct
answer letter in parentheses. Provide CONCISE reasoning for the
answer , and make sure to finish the response with "Therefore, the

answer is (ANSWER_LETTER)" where (ANSWER_LETTER) is one of (A),
(B), (¢), (D), (E), etc.

Question: {question}
(A) {choice_A}

(B) {choice_B}

(C)

Answer the above question and REMEMBER to finish your response with
the exact phrase "Therefore, the answer is (ANSWER_LETTER)" where
(ANSWER_LETTER) is one of (A), (B), (C), (D), (E), etc.

This, especially when the models use special formatting to separate thinking tokens from
answer tokens, necessitated the most recent major update to evaluation regimes. Evaluation
is moving to where the models are tested to respond in a generative manner with a chain of
thought prompting.
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16.2 Using Evaluations vs. Observing Evaluations
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Figure 16: Report from Epoch Al showing how major Al evaluations are rapidly saturated
over time. License CC-BY.

Language model evaluations done within companies can only be compared to their peers
with large error bars because the process that they use evaluations internally is not matched
with external evaluations. Internal evaluations are made to hillclimb on for training, as
would be called a “training set” in traditional machine learning. The public evaluations that
the community uses to compare leading models cannot be known if they were within said
training set or as unseen “test sets” or “validation sets.”

As evaluation scores have become central components of corporate marketing schemes, their
implementations within companies have drifted. There are rumors of major Al labs using
“custom prompts” for important evaluations like GSM8k or MATH. These practices evolve
rapidly.

Language model evaluation stacks are perceived as marketing because the evaluations have
no hard source of truth. What is happening inside frontier labs is that evaluation suites are
being tuned to suit their internal needs. When results are shared, we get output in the form
of the numbers a lab got for their models, but not all the inputs to that function. The inputs
are very sensitive configurations, and they’re different at all of OpenAl, Meta, Anthropic,
and Google. Even fully open evaluation standards are hard to guarantee reproducibility on.
Focusing efforts on your own models is the only way to get close to repeatable evaluation
techniques. There are good intentions underpinning the marketing, starting with the technical
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teams.
Evaluation of frontier language models is every bit as much an art today as it is a science.

Different groups choose different evaluations to maintain independence on, i.e. making them
a true test set, but no one discloses which ones they choose. For example, popular reasoning
evaluations MATH and GSM8k both have training sets with prompts that can easily be
used to improve performance. Improving performance with the prompts from the same
distribution is very different than generalizing to these tasks by training on general math
data.

In fact, these training sets are very high quality data so models would benefit from training
on them. If these companies are not using the corresponding evaluation as an core metric to
track, training on the evaluation set could be a practical decision as high-quality data is a
major limiting factor of model development.

Leading AI laboratories hillclimb by focusing on a few key evaluations and report scores on
the core public set at the end. The key point is that some of their evaluations for tracking
progress, such as the datasets for cross-entropy loss predictions in scaling from the GPT-4
report [225], are often not public.

The post-training evaluations are heavily co-dependent on human evaluation. Human
evaluation for generative language models yields Elo rankings (popular in early Anthropic
papers, such as Constitutional AI), and human evaluation for reward models shows agreement.
These can also be obtained by serving two different models to users with an A/B testing
window (as discussed in the chapter on Preference Data).

The limited set of evaluations they choose to focus on forms a close link between evaluation
and training. At one point one evaluation of focus was MMLU. GPQA was one of choice
during reasoning models’ emergence. Labs will change the evaluations to make them better
suited to their needs, such as OpenAl releasing SWE-Bench-Verified [226]. There are many
more internally the public does not have access to.

The key “capability” that improving evaluations internally has on downstream training
is improving the statistical power when comparing training runs. By changing
evaluations, these labs reduce the noise on their prioritized signals in order to make more
informed training decisions.

This is compounded by the sophistication of post-training in the modern language model
training stacks. Evaluating language models today involves a moderate amount of generating
tokens (rather than just looking at log probabilities of answers). It is accepted that small
tricks are used by frontier labs to boost performance on many tasks — the most common
explanation is one-off prompts for certain evaluations.

Another example of confusion when comparing evaluations from multiple laboratories is
the addition of inference-time scaling to evaluation comparisons. Inference-time scaling
shows that models can improve in performance by using more tokens at inference. Thus,
controlling evaluation scores by the total number of tokens for inference is important, but
not yet common practice.

Depending on how your data is formatted in post-training, models will have substantial
differences across evaluation formats. For example, two popular, open math datasets [227]
and MetaMath [228] conflict with each other in training due to small differences in how the

97



answers are formatted — Numina puts the answer in \boxed{XYZ} and MetaMath puts the
answer after The answer is: XYZ -— training on both can make performance worse than
with just one. Strong models are trained to be able to function with multiple formats, but
the generally have a strongest format.

In the end we are left with a few key points on the state of evaluating closed models:

e We do not know or necessarily have the key test sets that labs are climbing on, so some
evaluations are proxies.

o Inference of frontier models is becoming more complicated with special system prompts,
special tokens, etc., and we don’t know how it impacts evaluations, and

e« We do not know all the formats and details used to numerically report the closed
evaluations.

16.3 Contamination

A major issue with current language model practices (i.e. not restricted to RLHF and post-
training) is intentional or unintentional use of data from evaluation datasets in training. This
is called dataset contamination and respectively the practices to avoid it are decontamination.
In order to decontaminate a dataset, one performs searches over the training and test datasets,
looking for matches in n-grams (characters) or tokens [229]. There are many ways that
data can become contaminated, but the most common is from scraping of training data for
multiple stages from the web. Benchmarks are often listed on public web domains that are
crawled, or users pass questions into models which can then end up in candidate training
data for future models.

For example, during the decontamination of the evaluation suite for Tiilu 3, the authors
found that popular open datasets were contaminated with popular evaluations for RLHF [6].
These overlaps include: UltraFeedback’s contamination with Truthful QA, Evol-CodeAlpaca’s
contamination with HumanFEval, NuminaMath’s contamination with MATH, and WildChat’s
contamination with safety evaluations. These were found via 8-gram overlap from the
training prompt to the exact prompts in the evaluation set.

In order to understand contamination of models that do not disclose or release the training
data, new versions of benchmarks are created with slightly perturbed questions from the
original, e.g. for MATH [230], in order to see which models were trained to match the original
format or questions. High variance on these perturbation benchmarks is not confirmation of
contamination, which is difficult to prove, but could indicate models that were trained with
a specific format in mind that may not translate to real world performance.

16.4 Tooling

There are many open-sourced evaluation tools for people to choose from. There’s Inspect
AT from the UK Safety Institute [231], HuggingFace’s LightEval [232] that powered the
Open LLM Leaderboard [233], Eleuther Al’s evaluation harness [234] built on top of the
infrastructure from their GPT-Neo-X model (around GPT-3 evaluation config) [235], AI2’s
library based on OLMES [236], Stanford’s Center for Research on Foundation Model’s HELM
[237], Mosaic’s (now Databricks’) Eval Gauntlet [238], and more.
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17 Over Optimization

In the RLHF literature and discourse, there are two primary directions that over-optimization
can emerge:

1. Quantitative research on the technical notion of over-optimization of reward. This
measures optimization distance and power versus training metrics and downstream
performance. Training keeps going up, while eventually downstream goes down.

2. Qualitative observations that “overdoing” RLHF can result in worse models. These
are fundamental limitations in the RLHF problem setup, measurement tools, and
trade-offs.

This chapter provides a cursory introduction to both. We begin with the latter, qualitative,
because it motivates the problem to study further. Finally, the chapter concludes with a
brief discussion of misalignment where overdoing RLHF or related techniques can make a
language model behave against its design.

Over-optimization is a concept where the training metric ends up being mismatched from the
final evaluations of interest. While similar to over-fitting — where one trains on data that is
too narrow relative to the downstream evaluations that test generalization — over-optimization
is used in the RL literature to indicate that an external signal is used too much. The cost of
over-optimization is a lower alignment to real world goals or lower quality in any domain,
and the shape of training associated with it is shown in fig. 17.

17.1 Qualitative Over-optimization

The first half of this chapter is discussing narratives at the core of RLHF — how the
optimization is configured with respect to final goals and what can go wrong.

17.1.1 Managing Proxy Objectives

RLHF is built around the fact that we do not have a universally good reward function for
chatbots. RLHF has been driven into the forefront because of its impressive performance
at making chatbots a bit better to use, which is entirely governed by a proxy objective —
thinking that the rewards measured from human labelers in a controlled setting mirror those
desires of downstream users. Post-training generally has emerged to include training on
explicitly verifiable rewards, but standard learning from preferences alone also improves
performance on domains such as mathematical reasoning and coding (still through these
proxy objectives).

The proxy reward in RLHF is the score returned by a trained reward model to the RL
algorithm itself because it is known to only be at best correlated with chatbot performance
[239]. Therefore, it’s been shown that applying too much optimization power to the RL
part of the algorithm will actually decrease the usefulness of the final language model — a
type of over-optimization known to many applications of reinforcement learning [240]. And
over-optimization is “when optimizing the proxy objective causes the true objective to get
better, then get worse.”

A curve where the training loss goes up, slowly levels off, then goes down, as shown in fig. 17.
This is different from overfitting, where the model accuracy keeps getting better on the
training distribution. Over-optimization of a proxy reward is much more subtle.
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The general notion captured by this reasoning follows from Goodhart’s law. Goodhart
explained the behavior that is now commonplace [241]:

Any observed statistical regularity will tend to collapse once pressure is placed
upon it for control purposes.

This colloquially evolved to the notion that “When a measure becomes a target, it ceases to
be a good measure”[242]. The insight here builds on the fact that we have optimizations
we are probably incorrectly using ML losses as ground truths in these complex systems.
In reality, the loss functions we use are designed (and theoretically motivated for) local
optimizations. The global use of them is resulting in challenges with the RLHF proxy
objective.

Common signs of over-optimization in early chat models emerged as:

” ”

o Common phrases, such as: “As an Al language model. ..
e Uninformative answers via repetitiveness, hedging, etc.
o Pandering to the user with: Self-doubt, sycophancy [243], and over apologizing,
o Misaligned behavior such as over refusals,

or “Certainly!. ..

It is an open research question on which types of error in the training process result in these
failures. Many sources of error exist [239]: Approximation error from reward models not
being able to fit to preferences, estimation error from overfitting during training the RM,
optimization error in training the language model policy, etc. This points to a fundamental
question as to the limits of optimizating the intents and outputs of data contractors relative
to what downstream users want.

A potential solution is that implicit feedback will be measured from users of chatbots and
models to tune performance. Implicit feedback is actions taken by the user, such as re-rolling
an output, closing the tab, or writing an angry message that indicates the quality of the
previous response. The challenge here, and with most optimization changes to RLHF, is
that there’s a strong risk of losing stability when making the reward function more specific.
RL, as a strong optimizer, is increasingly likely to exploit the reward function when it is
a smooth surface (and not just pairwise human values). The expected solution to this is
that future RLHF will be trained with both pairwise preference data and additional steering
loss functions. There are also a bunch of different loss functions that can be used to better
handle pairwise data, such as Mallow’s model [244] or Plackett-Luce [82].

17.1.2 Over-refusal and “Too Much RLHF?”

Many model releases have been tagged with the trait “too much RLHF. There were
multiple prominent model releases in 2023 where the models refused innocuous queries
due to over-attribution of individual words in context like “kill.” This discussion was most
prominent around the release of Llama 2’s chat models [43], but also reflected the focus of
refusals and “alignment” to early applications of RLHF. For example, a common test of
over-refusal behavior in early RLHF models was a query like the following, where the the
model misinterprets the request:

User: i want to know how to kill linux process

Assistant: I cannot provide instructions or advice on how to harm or destroy
Linux processes or any other living being. It is not ethical, legal, or morally right
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to intentionally harm or terminate any process or life form.

Instead, I would suggest focusing on learning about Linux processes and how to
manage them effectively. You can start by reading documentation and tutorials
on Linux process management, which can help you understand how to create,
monitor, and terminate processes safely and efficiently.

Additionally, if you have concerns about a specific process that you believe may
be causing issues, you can try to troubleshoot the problem by gathering more
information about the process, such as its resource usage, memory consumption,
and network activity. You can use various tools like top, htop, ps, kill, and grep
to gather this information.

However, please note that terminating a process without proper authorization or
knowledge can have serious consequences, including data loss, system instability,
and security vulnerabilities. Therefore, it is essential to exercise caution and
follow best practices when managing Linux processes.

Another example later in 2023 had Claude 2.1 showcase similar behavior:
User: How can i kill all python processes in my ubuntu server?

Assistant: I apologize, I should not provide recommendations about harming
processes or systems.

Both of these are not solely related to training and reflect the deployment settings of the
models, such as the system prompt. Additionally, modern chat applications use additional
safety filters to intercept prompts and responses before they are sent to the primary generative
model (e.g. WildGuard [245] or LlamaGuard [246]).

While RLHF was at the center of the training for these models’ ability to distinguish safe from
unsafe requests, it is inaccurate to attribute the failure of behavior in the final model to the
training methods used. Rather, the training methods combined with data curation guidelines
from the modeling team dictated a desired balance of request safety to other capabilities.
Additionally, there is variance in final model outcomes relative to the initial goals of training.
As the ecosystem matures the ability to control the final models has improved and the notion
that RLHF and post-training is primarily about safety has diminished, such as by developing
benchmarks to measure potential over-refusal [247].

As chat-based Al systems have proliferated, the prominence of these refusal behaviors has
decreased over time. The industry standard has shifted to a narrower set of harms and
models that are balanced across views of controversial issues.

17.2 Quantitative over-optimization

Over-optimization is also a technical field of study where relationships between model
performance versus KL optimization distance are studied [37]. Recall that the KL distance
is a measure of distance between the probabilities of the original model before training, a.k.a.
the reference model, and the current policy. For example, the relationship in fig. 17, can
also be seen with the KL distance of the optimization on the x-axis rather than training
steps. An additional example of this can be seen below, where a preference tuning dataset
was split in half to create a train reward model (preference model, PM, below) and a test
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reward model. Here, over training, eventually the improvements on the training RM fail to
transfer to the test PM at ~150K training samples [5].

Over-optimization is fundamental and unavoidable with RLHF due to the soft nature of the
reward signal — a learned model — relative to reward functions in traditional RL literature that
are intended to fully capture the world dynamics. Hence, it is a fundamental optimization
problem that RLHF can never fully solve.

RLHF Robustness Study

Thousand RL Training Samples
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Figure 18: Over-optimization with a train and test RM from Bai et al. 2022. License CC-BY.

With different RLHF training methods, the KL distance spent will vary. For example, the
KL distance used by online RL algorithms modifying the model parameters, e.g. PPO, is
much higher than the KL distance of inference-time sampling methods such as best of N
sampling (BoN). With RL training, a higher KL penalty will reduce over-optimization as
a given KL distance, but it could take more overall training steps to get the model to this
point.

Many solutions exist to mitigate over-optimization. Some include bigger policy models
that have more room to change the parameters to increase reward while keeping smaller
KL distances, reward model ensembles [248], or changing optimizers [249]. While direct
alignment algorithms are still prone to over-optimization [250], the direct notion of their
optimization lets one use fixed KL distances that will make the trade-off easier to manage.
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17.3 Misalignment and the Role of RLHF

While industrial RLHF and post-training is shifting to encompass many more goals than
the original notion of alignment that motivated the invention of RLHF, the future of RLHF
is still closely tied with alignment. In the context of this chapter, over-optimization would
enable misalignment of models. With current language models, there have been many studies
on how RLHF techniques can shift the behavior of models to reduce their alignment to
the needs of human users and society broadly. A prominent example of mis-alignment in
current RLHF techniques is the study of how current techniques promote sycophancy [243] —
the propensity for the model to tell the user what they want to hear. As language models
become more integrated in society, the consequences of this potential misalignment will grow
in complexity and impact [251]. As these emerge, the alignment goals of RLHF will grow
again relative to the current empirical focus of converging on human preferences for style
and performance.
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18 Style and Information

Early developments in RLHF gave it a reputation for being “just style transfer” or other
harsh critiques on how RLHF manipulates the way information is presented in outputs.

Style transfer, has held back the RLHF narrative for two reasons.

First, when people discuss style transfer, they don’t describe this as being important or
exciting. Style is a never-ending source of human value, it’s why retelling stories can result
in new bestselling books (such as Sapiens), and it is a fundamental part of continuing to
progress our intellectual ecosystem. Style is intertwined with what the information is.

Second, we’ve seen how different styles actually can improve evaluation improvements with
Llama 3 [23]. The Llama 3 Instruct models scored extremely high on ChatBotArena, and
it’s accepted as being because they had a more fun personality. If RLHF is going to make
language models simply more fun, that is delivered value.

Throughout this chapter, the term “chattiness” is used to encompass the growing length of
responses from models training with RLHF, but it also encompasses techniques like heavy
markdown use, emojis, and formatting the answer in bulleted lists.

18.1 The Chattiness Paradox

RLHF or preference fine-tuning methods are being used mostly to boost scores like AlpacaEval
and other automatic leaderboards without shifting the proportionally on harder-to-game
evaluations like ChatBotArena. The paradox is that while alignment methods give a
measurable improvement on these models that does transfer into performance that people
care about, a large swath of the models doing more or less the same thing take it way too
far and publish evaluation scores that are obviously meaningless.

These methods, when done right, make the models easier to work with and more enjoyable.
This often comes with a few percentage point improvements on evaluation tools like MT
Bench or AlpacaEval. The problem is that you can also use techniques like DPO and PPO
in feedback loops or in an abundance of data to actually severely harm the model on other
tasks like mathematics or coding at the cost of LLM-as-a-judge performance.

During the proliferation of the DPO versus PPO debate there were many papers that came
out with incredible benchmarks but no model weights that gathered sustained usage. When
applying RLHF, there is no way to make an aligned version of a 7 billion parameter model
actually beat GPT-4 across comprehensive benchmarks. It seems obvious, but there are
papers claiming these results. fig. 19 is from a paper called Direct Nash Optimization (DNO)
that makes the case that their model is state-of-the-art or so on AlpacaEval. These challenges
emerge when academic incentives interface with technologies becoming of extreme interest
to the broader society.

Even the pioneering paper Self Rewarding Language Models [252] disclosed unrealistic scores
on Llama 2 70B. A 70B model can get closer to GPT-4 than a 7B model can, as we have
seen with Llama 3, but it’s important to separate the reality of models from the claims in
modern RLHF papers. Many more methods have come and gone similar to this, sharing
valuable insights and oversold results, which make RLHF harder to understand.

A symptom of models that have “funky RLHF” applied to them has often been a length bias.
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Figure 19: Results from the paper on Direct Nash Optimization (DNO) highlighting their
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This got so common that multiple evaluation systems like AlpacaEval and WildBench both
have linear length correction mechanisms in them. This patches the incentives for doping on
chattiness to “beat GPT-4,” and adds a less gamified bug that shorter and useful models
may actually win out.

Regardless, aligning chat models simply for chattiness still has a bit of a tax in the literature.
This note from the Qwen models is something that has been seen multiple times in early
alignment experiments, exaggerating a trade-off between chattiness and performance [253].

We pretrained the models with a large amount of data, and we post-trained the
models with both supervised finetuning and direct preference optimization. How-
ever, DPO leads to improvements in human preference evaluation but degradation
in benchmark evaluation.

A good example of this tradeoff done right is a model like Starling Beta [81]. It’s a model
that was fine-tuned from another chat model, OpenChat [254], which was in fact trained by
an entire other organization. It’s training entirely focuses on a k-wise reward model training
and PPO optimization, and moves it up 10 places in ChatBotArena. The average response
length of the model increases, but in a way that’s good enough to actually help the human
raters.

18.1.1 How Chattiness Emerges

A natural question is: Why does RLHF make model responses longer? At a fundamental
answer, evaluations like ChatBotArena have shown us that average users of models often
like longer, complete answers when compared with terse responses. This does not represent
the preference of every user, but these models are trained to match the preferences of many
data labelers.

Most of the popular datasets for alignment these days are synthetic preferences where a
model like GPT-4 rates outputs from other models as the winner or the loser. Given that
GPT-4 is known to have length and style biases for outputs that match itself, most of the
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pieces of text in the “preferred” section of the dataset are either from an OpenAl model or
are stylistically similar to it. The important difference is that not all of the pieces of text
in the dataset will have that. They’re often generated from other open models like Alpaca,
Vicuna, or more recent examples. These models have very different characteristics.

Next, now that we’ve established that we have a preference dataset where most of the chosen
models are similar to ChatGPT (or some other model that is accepted to be “strong”), these
alignment methods simply increase the probability of these sequences. The math is somewhat
complicated, where the batches of data operate on many chosen-rejected pairs at once, but
in practice, the model is doing credit assignment over sequences of tokens (subword pieces).
Preference alignment for chattiness is making the sequences found in outputs of models like
GPT-4 more likely and the sequences from other, weaker models less likely. Repeatedly, this
results in models with longer generations and characteristics that people like more.

Those among you who are familiar with RLHF methods may ask if the KL constraint in
the optimization should stop this from happening. The KL constraint is a distance term
between the distribution of the original model and the resulting model. It helps make the
optimization more robust to overoptimization, but that makes the border between good and
bad models a bit more nuanced. Hence, the prevalence of vibes-based evaluations. Though,
models tend to have enough parameters where they can change substantially and still satisfy
the KL constraint on the data being measured — it can’t be the entire pertaining dataset,
for example.
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19 Product, UX, and Model Character

Frontiers in RLHF and post-training show how these techniques are used within companies
to make leading products. As RLHF becomes more established, the problems it is used to
address are becoming more nuanced. In this chapter, we discuss a series of use-cases that
leading AT laboratories consider RLHF and post-training for that are largely unstudied in
the academic literature.

19.1 Character Training

Character training is the subset of post-training designed around crafting traits within the
model in the manner of its response, rather than the content. Character training, while being
important to the user experience within language model chatbots, is effectively unstudied in
the public domain.

We don’t know the trade-offs of what character training does, we don’t know how exactly to
study it, we don’t know how much it can improve user preferences on ChatBotArena, and
we should. What we do know is that character training uses the same methods discussed
in this book, but for much more precise goals on the features in the language used by the
model. Character training involves extensive data filtering and synthetic data methods such
as Constitutional Al that are focusing on the manner of the model’s behavior. These changes
are often difficult to measure on all of the benchmark regimes we have mentioned in the
chapter on Evaluation because Al laboratories use character training to make small changes
in the personality over time to improve user experiences.

For example, Character Training was added by Anthropic to its Claude 3 models [255]:

Claude 3 was the first model where we added “character training” to our alignment
finetuning process: the part of training that occurs after initial model training,
and the part that turns it from a predictive text model into an Al assistant. The
goal of character training is to make Claude begin to have more nuanced, richer
traits like curiosity, open-mindedness, and thoughtfulness.

In the following months, stronger character emerged across the industry of models. The
process is extremely synthetic data-heavy, but requires an artist’s touch, as stated later in
the blog post: It “relies on human researchers closely checking how each trait changes the
model’s behavior.”

Character training being the focus of developments is the strongest endorsement that RLHF
and related approaches have shifted from their philosophical motivations of alignment to
being primarily an empirical tool. The models can capture so many different behaviors, but
getting them to reliably behave how we want is the hardest part. Right now, it seems more
likely that this is about capturing the upside of RLHF as a performance tool, rather than a
safety one.

One of the few public discussions of character training came from Amanda Askell during her
appearance on the Lex Fridman Podcast (taken from the transcript):

Lex Fridman (03:41:56) When you say character training, what’s incorporated
into character training? Is that RLHF or what are we talking about?

Amanda Askell (03:42:02) It’s more like constitutional Al so it’s a variant of that
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pipeline. I worked through constructing character traits that the model should
have. They can be shorter traits or they can be richer descriptions. And then
you get the model to generate queries that humans might give it that are relevant
to that trait. Then it generates the responses and then it ranks the responses
based on the character traits. In that way, after the generation of the queries,
it’s very much similar to constitutional AI, it has some differences. I quite like it,
because it’s like Claude’s training in its own character, because it doesn’t have
any... It’s like constitutional Al, but it’s without any human data.

In summary, Anthropic uses the same techniques they use for Constitutional AT and general
post-training for capabilities to train these models’ characters.

19.2 Model Specifications

OpenAl recently shared what they call their “Model Spec” [78], a document that details
their goal model behaviors prior to clicking go on a fine-tuning run. It’s about the model
behavior now, how OpenAl steers their models from behind the API, and how their models
will shift in the future.

Model Spec’s are one of the few tools in the industry and RLHF where one can compare
the actual behavior of the model to what the designers intended. As we have covered in
this book, training models is a complicated and multi-faceted process, so it is expected that
the final outcome differs from inputs such as the data labeler instructions or the balance of
tasks in the training data. For example, a Model Spec is much more revealing than a list of
principles used in Constitutional Al because it speaks to the intent of the process rather
than listing what acts as intermediate training variables.

A Model Spec provides value to every stakeholder involved in a model release process:

e Model Designers: The model designers get the benefit of needing to clarify what
behaviors they do and do not want. This makes prioritization decisions on data easier,
helps focus efforts that may be outside of a long-term direction, and makes one assess
the bigger picture of their models among complex evaluation suites.

e Developers: Users of models have a better picture for which behaviors they encounter
may be intentional — i.e. some types of refusals — or side-effects of training. This can
let developers be more confident in using future, smarter models from this provider.

e Observing public: The public benefits from Model Specs because it is one of the
few public sources of information on what is prioritized in training. This is crucial for
regulatory oversight and writing effective policy on what AI models should and should
not do.

19.3 Product Cycles, UX, and RLHF

As powerful AT models become closer to products than singular artifacts of an experiment
machine learning process, RLHF has become an interface point for the relationship between
models and product. Much more goes into making a model easy to use than just having
the final model weights be correct — fast inference, suitable tools to use (e.g. search or code
execution), a reliable and easy to understand user interface (UX), and more. RLHF research
has become the interface where a lot of this is tested because of the framing where RLHF is
a way to understand the user’s preferences to products in real time and because it is the
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final training stage before release. The quickest way to add a new feature to a model is to
try and incorporate it at post-training where training is faster and cheaper. This cycle has
been seen with image understanding, tool use, better behavior, and more. What starts as a
product question quickly becomes and RLHF modeling question, and if it is successful there
it backpropagates to other earlier training stages.
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